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Abstract: Background:  

In order to combat the impacts of new coronavirus illness, this study presents a thorough evaluation of the use of 

Artificial Intelligence (AI) in the form of Machine Learning (ML) and Deep Learning (DL) approaches 

(COVID-19). 

Purpose and Approach: The purpose of this project is to conduct a scoping review on AI for COVID-19 

according to the principles outlined by the recommended reporting items for systematic reviews and meta-

analyses (PRISMA) statement. Relevant papers published between January 1, 2020 and March 27, 2021 were 

retrieved via a literature search. Full-text reviews were conducted on 440 publications using the keywords AI, 

COVID-19, ML, predicting, DL, X-ray, and CT to narrow the scope from the original set of 4050 research 

papers from reputable publishers (CT). In the end, this paper's result synthesis included 52 publications. 

Predicting the total number of confirmed and fatal cases was the primary focus of this study, during which 

several ML regression techniques were examined. Second, a thorough study of ML's application to COVID-19 

patient classification was conducted. Finally, we examined medical imaging datasets by looking at the total 

number of pictures, the percentage of positive samples, and the number of classes present. Preprocessing, 

segmentation, and feature extraction, along with their respective roles in the diagnostic process, were also 

discussed. As a fourth step, the efficacy of DL approaches on various datasets was assessed by comparing the 

performance outcomes of various research articles. 

Results: 

The results demonstrate that DenseNet-201 has the highest accuracy in identifying CT scan pictures, whereas 

ResNet-18 and DenseNet-169 show great classification accuracy for X-ray images. This shows that ML and DL 

may help in predicting, screening, and identifying COVID-19 for researchers and medical practitioners. 

Conclusion: 

Finally, this overview presents future research options for employing AI in controlling COVID- 

 

19, highlighting current problems such as legislation, noisy data, data privacy, and a lack of trustworthy huge 

datasets. 

Keywords: Artificial intelligence, COVID-19, coronavirus, computed tomography, deep learning, machine 

learning, transfer learning, forecasting, X-ray, ultrasound imaging. 

 INTRODUCTION 

Coronavirus illness, caused by a new coronavirus known as severe acute respiratory syndrome coronavirus 2 

(SARs-CoV-2), has been lethal in certain areas of the world since December 2019. 
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(COVID-19) [1-3]. Although COVID-19 was first identified in Wuhan, China, it has now spread around the 

globe [4]. More individuals have been harmed by SARs-CoV-2 than by other coronaviruses like severe acute 

respiratory syndrome coronavirus (SARS-CoV; 774 deaths) and Middle East respiratory syndrome coronavirus 

(MERS-CoV; 858 deaths) combined [5-7]. COVID-19 is compared to previous pandemics in human history in 

Table 1. With so many people infected with COVID-19 [8], healthcare systems in many countries are straining 

to keep up, and the need for intensive care units (ICUs) is rising faster than they can be built. 

 

Predicting the COVID-19 pandemic is crucial because of the virus's high transmission capability and possible 

damage. In example, accurate illness forecasts allow countries to take the necessary precautions right now. 

However, there are several obstacles to overcome in the process of illness prediction. 

There is a lack of accuracy in the available datasets, period, and strictness of the lockdown, and keeping track of 

infected people is difficult, there is no definitive treatment option, the odds of death are higher for the elderly or 

people with other serious diseases, and the incubation period is two weeks. Therefore, it is essential to make 

reliable predictions about COVID-19. 

In recent times, there has been a lot of focus on controlling COVID-19. A significant obstacle is the ever-

increasing and ever-changing amount of data associated with COVID-19, which makes it hard to design 

effective solutions. The use of AI in this context may aid in the control of the COVID-19 pandemic. Artificial 

intelligence (AI) and its subsets, Machine Learning (ML) and Deep Learning (DL) techniques, may streamline 

mobilization while conserving medical, logistical, human, and granular temporal resources. It might be 

mentioned that ML and DL \sare commonly employed in a variety of medical systems for recognizing patterns 

in data samples. Machine learning and deep learning are able to swiftly learn from fresh data and find patterns in 

massive datasets. In addition, AI can guarantee accuracy in forecasting the propagation of the virus, categorizing 

individuals who may be infected, and making a data-driven diagnosis of COVID-19. Big data and AI may be 

used together to model processes. This is useful for crisis management, treatment planning, and optimizing 

diagnostic procedures like medical imaging and image processing, all of which are overseen by policymakers. 

Artificial intelligence (AI)-based automated COVID-19 detection systems may use a remote video diagnostic 

method in conjunction with robots to make an initial diagnosis. Intelligent robots may aid in medical care 

without the need for human intervention. In order to stop the spread of disease from patients to radiologists and 

other medical workers, automated picture categorization is essential. Using AI, we can filter out irrelevant 

scientific material and spot fraudulent data with greater ease. Monitoring and tracking COVID-19 patients using 

AI-based systems may aid in preventing the spread of the virus. Differentiating between COVID-19 and non-

COPD pneumonia will be a breeze with the enhanced DL models. While AI has great potential, it has not yet 

been put to good use in the healthcare sector's battle against COVID-19. Experts in AI can bridge the gap 

between traditional medicine and AI-based therapies. Many studies have employed DL inside AI to create tools 

to aid in the diagnosis of COVID-19. Images from Computed Tomography (CT) scans and X-rays are also taken 

into account here. While some help systems use specialized DL networks, others rely on pre-trained transfer 

learning models. COVID-19 has also been diagnosed, prognosed, predicted, and projected using AI. AI is 

supported in its efforts to find treatments for COVID-19 by a number of complementary disciplines. These 

include computer vision, the IoT, smartphone technology, and big data. 
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Several well-organized reports on the topic of AI for COVID-19 have been published. However, there is a lack 

of adequate justification in the available literature for the efficacy of the various features of the datasets and the 

performance of the various DL algorithms. The history of the virus, its transmission dynamics, its pathogenesis, 

and its clinical features were all examined in one research [9]. Possible strategies for overcoming the condition 

were discussed in the research, including methods for prevention and therapy [9]. The use of big data and AI in 

mitigating COVID-19 effects was also explored in another research [10]. Researchers utilized these methods to 

pinpoint the affected population, monitor the disease's progress, create effective treatments and diagnostic tools, 

and much more [10]. AI has been used to combat COVID-19, as discussed in a review article [11]. In the 

context of artificial intelligence, many DL techniques like as Generative Adversarial Networks (GAN), Extreme 

Learning Machines (ELM), and Long/Short Term Memories (LSTM) were presented [11]. Methods from the 

machine learning and deep learning communities were used to create the final product [12]. These methods 

included random forest, Support Vector Machine (SVM), linear and logistic regression, ensemble eXtreme 

Gradient Boosting (XGBoost), and Convolutional Neural Network (CNN). A literature review on deep learning, 

deep transfer learning, and edge computing was examined [13]. This literature study looked at the use of DL 

techniques on multi-modal datasets in the field of radiology. None of the aforementioned researches use ML and 

DL to track the transmission of COVID-19, identify the virus, and diagnose its presence. 

However, the most effective ML and DL algorithms for COVID-19 diagnosis have not been determined. 

Furthermore, there is a need to analyze the most recent results since new research in ML and DL are being 

conducted at a rapid rate. Consequently, a work is required that surveys the various COVID-19 datasets and the 

most recent ML and DL methods that are appropriate for COVID-19 diagnosis. 

This study presents an in-depth analysis of the use of ML and DL in the context of the 2019 California 

Rotavirus Information Dissemination Conference (COVID-19). This article reviews the research done on 

numerous key questions that need to be answered before AI can be successfully used to COVID-19. 
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• Since ML and DL theory and practice are evolving rapidly, it is important to understand where the fields are 

right now. 

It's important to learn about ML's potential for resolving COVID-19 predictions and patient detection. 

• It is important to understand DL's potential for making accurate diagnoses and resolving COVID-19-related 

issues. 

There are several forms of learning in the realm of AI. Using supervised learning, we can optimize a loss 

function by taking into account both predicted labels and ground truth, but this process involves human 

annotation. For clustering purposes, unsupervised learning is employed to uncover the underlying structure of 

the data. Predicted labels and ground truth are used in self-supervised learning, which is computationally based 

rather than annotated by hand. For semi-supervised learning, ground truth includes both annotated and 

unannotated data. Multitask learning is used to optimize simultaneous loss functions while avoiding conflicting 

gradients induced by individual losses, while transfer learning is used to train from a previously learned model. 

Heuristically labelled data may be used for weakly-supervised learning instead of meticulously annotated data. 

Multi-modal learning, on the other hand, handles several data kinds all at once, such as visuals, texts, and even 

electronic health records (e-health data). In the end, reinforcement learning takes action. 

so as to increase one's chances of success in a certain circumstance. 

Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) criteria were used to conduct 

the literature review shown in Fig. (1). PRISMA and its expanded form, PRISMA scoping reviews, were used to 

compile this review's methodology (PRIS MA-ScR). In Fig. (1), we have a graphical representation of the 

original set of records considered, as well as the records that were subsequently included in the analysis and 

those that were subsequently removed. All relevant research articles were found via the literature search. From 

January 1, 2020, to March 26, 2021, a whole calendar year was taken into account. Records written in languages 

other than English were disregarded in favor of the written word written in the English language. Patient, 

Intervention, Comparison, and Outcome (PICO) criteria were used to assess the records for inclusion. There was 

an initial screening for studies that met all four of these criteria. In this context, "patients" refer to those with 

COVID-19, "intervention" refers to the use of AI in screening or diagnosis, "comparator" refers to "conventional 

techniques," and "result" refers to a successful automated diagnosis. Two Boolean operators, AND and OR, 

were used to zero in on the most important terms. COVID-19, coronavirus, artificial intelligence, machine 

learning, deep learning, forecasting, computed tomography, transfer learning, X-ray, and ultrasound imaging 

were some of the terms that were looked up. Records for ML regression on COVID-19 spread prediction, ML 

patient classification, and DL imaging diagnosis were prioritized. Article title, abstract, and keywords were all 

taken into account throughout the search process. There were three types of papers that were excluded from our 

analysis: those that focused on fundamental research, epidemiology, and clinical aspects of COVID-19. 

Following that, content addressing similar ideas was merged or deleted. The next step was information 

extraction and synthesis, which included the gathering of information such as the study's goals and 

methodology, the datasets that were made accessible, the types of artificial intelligence used (both ML and DL), 

and the outcomes of the performance evaluations. 

A total of 4,050 AI-related articles from high-quality sources including IEEE, Elsevier (Science Direct), 

Springer Nature, MDPI, Wiley, Bentham Science, Arxiv, and Medriav were combed through for this COVID-19 

study. The Appendix demonstrates the article's search syntax. We manually filtered out 3610 items from the 

original 4050 materials since they weren't relevant to our study. What this means is that they did not meet the 

necessary requirements for the implementation of AI on COVID-19. The remaining 440 publications were 

subjected to a full-text evaluation, from which 89 were ultimately included in the analysis and referenced in the 

report. Although there were 89 publications initially analysed, only 67 were included in the final analysis 

because they included performance measurements, COVID-19 datasets, and the performance outcomes of 

regression or classification algorithms in the context of using ML or DL on COVID-19. That's right; 67 of these 

studies have mentioned one of the following problems: Diagnostics of COVID-19 in X-ray, CT, and ultrasound 
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images using DL, as well as ML for forecasting and predicting COVID-19 cases, characteristics of various 

modalities for COVID-19 diagnosis, segmentation techniques for COVID-19 diagnosis, performance metrics 

utilized in AI on COVID-19. 

This literature review provides an overview of the ML regression techniques used to forecast the disease's 

spread. 

classification systems for patients with COVID-19. Additionally, DL techniques that are useful in the diagnosis 

of COVID-19 are described. The information in this publication should help researchers dig further into the 

topic. 

The remaining sections of this report are structured as follows. The machine learning classifiers for making 

these distinctions are discussed in Section 2. 

Patients with COVID-19 and the ML regressors used to forecast future cases, fatalities, etc. In Section 3, we 

cover the various DL approaches that may be used to identify COVID-19. The steps involved in identifying 

COVID-19 are detailed in Section 4. In Section 5, we explore a variety of performance indicators. Section 6 

details the results of a comparison between several DL algorithms and their performance on COVID-19 

diagnoses. 

In Section 7, we talk about some of the difficulties that come with AI-based fixes. The report wraps off with 

some last thoughts and recommendations. 

ML's Use in Addressing COVID-19 

Here, we'll start by talking about regressors in machine learning that may predict confirmed cases, fatalities, and 

other outcomes etc., of COVID-19, and then goes on to detail the ML classifiers used to categorize people with 

COVID-19. 

ML Regressors for Predicting the Spread of COVID-19 2.1 

In this part, we summarize the studies that have used ML to predict the spread of COVID-19. Works on ML for 

predicting and forecasting COVID-19 instances are shown in Table 2. 

Recently, scientists' curiosity in the coronavirus's likely future trajectory has spiked. Several studies [15-23] 

have investigated the use of ML methods to various facets of COVID-19. The authors of [15] performed a 

model-fitting study on the confirmed cases of COVID-19 using three distinct mathematical models. In [10], 

logistic, Bertalanffy, and Gompertz models were used. Fitting quality was measured by the coefficient of 

determination (R2) for both previously confirmed instances (C) and newly confirmed cases (N) in the study of 

[15]. In addition, the aforementioned three models were used to estimate the toll that COVID-19 would take. 

The quality of the fit of the total number of fatalities was measured using the R2 (DC) metric. Those three 

models performed better in later phases of the pandemic in terms of their ability to forecast the course of the 

disease. 

The logistic model outperformed the other two in predicting confirmed cases for the Chinese city of Wuhan 

[15]. The research presented in [17] relied on a dataset housed in the Johns Hopkins University repository. The 

data set included three tables: one for each confirmed case, one for each death case, and one for each recovered 

case. Province/state, country/region, latest update, confirmed cases, death cases, and recovered cases were the 

six variables used to categorize each table. Cases for the following 10 days were predicted using a variety of ML 

and DL methods in the aforementioned research [17], including Support Vector Regression (SVR), Polynomial 

Regression (PR), Deep Neural Network (DNN), and Long/Short Term Memory (LSTM). The accuracy of the 

algorithms in making predictions about the COVID-19 instances was measured using the Root Mean Square 

Error (RMSE) score. 

Table 2. ML for forecasting and prediction COVID-19 cases. 
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According to [18], the authors used an ARIMA model to predict future COVID-19 case counts. The forecast for 

the next two days was derived using this model. In [19], a time series model was used to foretell the COVID-19 

pandemic. The time span was 60 days, from 22 January 2020 until 21 March 2020. The statistical research in 

[19] drew attention to the varying epidemiological phases across nations, allowing for more tailored responses 

to the pandemic. For the time period spanning 2 February 2020 through 27 March 2020, the number of 

confirmed cases and death cases in Italy, Spain, and Turkey were modeled using the ARIMA model (see [20]). 

According to [20], the authors predicted a decline in confirmed cases in Spain and Italy in July, and in Turkey in 

September. Similarly, the ARIMA model was employed in Stata version 12 in the research in [22] to make 

predictions about the total number of confirmed cases across nations. All information from 22 January 2020 to 1 

March 2020 was analyzed. The authors of [22] noted that the number of confirmed cases was fluctuating in Iran 

and Italy, while remaining rather consistent in China and Thailand. In [23], a simple 'R' model automated 

forecasting software (AUTOARIMA) was used. In order to estimate how many people would be infected with 

COVID-19 and how many would recover following a 2-month quarantine, information from Italian patients was 

gathered. Margin of Error, Root Mean Square Error, Mean Absolute Error, Mean Posterior Estimate, Median 

Absolute Prediction Error, and Mean Absolute Scaled Error were among the metrics used (MASE). Using the 

model, we were able to forecast the confirmed instances with a 93.75% success rate and the recovered patients 

with an 84.4% success rate. The model showed that locking doors and staying inside may significantly cut down 

on the spread of the infection. Lockdown and isolation, according to the models based on the Italian data set, 

may reduce confirmed cases by around 35% and increase recovered cases by about 66% [23]. 
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In order to estimate the total number of confirmed cases in China and South Korea [24], the authors used a 

logistic model. They claim that the worst of the COVID-19 pandemic in China occurred on February 8, 2020, 

while in South Korea it peaked on March 1, 2020 [24]. According to the research, if a logistic curve shows any 

kind of systematic departure, it means the illness is spreading uncontrollably. If the epidemic entered a second 

stage, for instance, the curve would deviate [24]. COVID-19 in India was predicted using ARIMA and Holt's 

second-order exponential smoothing approach [25]. To do this, we fit the models using data from confirmed 

cases across 28 Indian states between 30 January 2020 and 21 April 2020. Using these models, we forecasted 

the number of confirmed and fatal cases over the following 10 days, beginning on April 22, 2020 [25]. 

Predictions for COVID-19 in Brazil were made using a variety of models [26]. ARIMA, CUBIST, RANDOM 

FOREST, RIDGE, and SUPPORT VECTOR MULTIPLIER REGRESSION models were used (SVR). 

CUBIST, RF, RIDGE, and SVR were used as base-learners, while Gaussian processes were used as a meta-

learner in stacking-ensemble learning models. In order to do this, we used the confirmed cases across 10 states 

in Brazil from the commencement of the infection up to April 18, 2020 to fit the models. From April 19, 2020 

[26], the models were used to forecast confirmed and fatality cases over the following 1, 3, or 6 days. To 

evaluate the relative performance of the models, many measures, including the Improvement Percentage index 

(IP), Mean Absolute Percentage Error (MAE), and Symmetric Mean Absolute Percentage Error (sMAPE), were 

taken into account. Predictions of COVID-19 cases in Brazil were most accurate using SVR and stacking 

ensemble approaches [26]. Both a hybrid model and an ARIMA model were used to simulate fatality 

occurrences in the research presented in [27]. There were 82 days of observations in the dataset evaluated in 

[27], beginning on 21 January 2020 and ending on 11 April 2020. The United States, Italy, Spain, Great Britain, 

and France were the five nations considered. 

Sixty-six of the 82 days were used as training data, while the other sixteen were used for testing. Mean absolute 

error (MAE), root-mean-squared-error (RMSE), and R-squared value were used to assess the models' 

performance. 

Subsection 2.2: ML Classifiers for the COVID-19 

Patients with COVID-19 may be categorized in a dataset using machine learning (ML) classifiers. The COVID-

19 ML classifiers and accompanying research may be shown in Table 3. 

A dataset of 5644 individuals with suspected cases of COVID-19 was donated by the Hospital Israelita Albert 

Einstein in Brazil and was utilized in this study [31] to train a variety of ML classification algorithms. Patients 

with COVID-19 were effectively diagnosed using Multilayer Perceptron (MLP), XGBoost, and logistic 

regression, with a 91% accuracy rate [31]. An further research [32] used ML classifiers on 253 samples from 

China's Lanzhou Pulmonary Hospital and Gansu Provincial Hospital. We gathered a total of 49 characteristics 

from 169 possible patients to include in our 253 samples [32]. The results showed that 105 of the samples from 

27 individuals tested positive for COVID-19. 

The remaining samples were analysed for lung cancer, pneumonia, and TB, and were all deemed negative. 

Using 11 characteristics, the Random Forest Algorithm [[32]] was able to accurately identify COVID-19 

patients from the whole sample set. Three hundred and thirty-six patients with COVID-19 were used to test the 
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efficacy of a support vector algorithm for critical case classification[33]. Accuracy of 77.50 percent and an AUC 

of 99 percent were attained [33] when the holdout approach was employed to divide the samples for training and 

testing. In a further investigation [34], the XGBoost algorithm was used to analyse 75 characteristics from 485 

COVID-19 patient samples. Classifying COVID-19 patients with 90% accuracy was obtained using cross-

validation to separate the training and testing samples [34]. 

 

 

Third, Differential Diagnosis Techniques for Covivirus Type 19 

COVID-19 diagnosis suffers from a lack of available medical imaging. There have not been any conclusive 

studies on the use of DL techniques on X-ray or CT scan images for COVID-19 diagnosis. The human body is 

not the only thing that X-rays may pass through. Thus, X-rays may be used to capture pictures of the human 

body's internal anatomy. Through the use of computers and a special kind of spinning X-ray technology, a CT 

scan may produce cross-sectional pictures of the body. Compared to an equivalent X-ray picture, CT imaging 

may provide more details about the item being examined. Sound waves are used to create ultrasound pictures 

that may be seen as live video. Additionally, some studies use a combination of imaging modalities in order to 

identify COVID-19 patients. In Table 4, we can see how many studies have been conducted on various methods 

of COVID-19 detection. It is clear that X-ray and CT imaging research has received the greatest attention, 

whereas ultrasound and mixed modalities have received very little. 

Research works on DL's use with various photos are included in Table 5. Table 5 also includes descriptions of 

the study's key aspects, its most important applications, and its most significant limitations. Table 5 

demonstrates the use of a deep BayesSqueezNet on X-ray images [35]. Memetic Adaptive Differential 

Evolution (MADE) was developed as an algorithm in a separate research. The parameters of a Deep Boltzmann 

Machine (DBM) model may be optimized with the use of this MADE method [36]. In [37], a deep network (Inf-

Net) was utilized to segment CT images for signs of lung infection. 
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STAGES OF COVID-19 DIAGNOSTIC PROCESS 

The steps involved in making a data-driven diagnosis of COVID-19 are outlined in this section. The five main 

levels of operation for COVID-19 diagnostics are shown in Fig. (2). First, doctors or the telemedicine system 

examines the input information to choose the best imaging method to use. Then, diagnostic imaging methods 

such as X-ray, CT scan, or ultrasound are performed. The data subsequently goes through some kind of 

processing and optimization based on AI. Afterwards, estimates are made and findings are given. Some more 

procedures are included in the total diagnosis. Pre-processing, segmentation, feature selection, classification, 

and detection are the individual phases. In this section, we will examine the research done on the preprocessing 

and segmentation phases. 

 

The preliminary procedures are examined first. In [63], 2D UNet was employed for CT image preprocessing. 

When dealing with an insufficient number of CT scans, we employed online data augmentation to prevent 

overfitting. 

Random affine transformation and color jittering were two methods used to enhance the data [54]. Composite 

GAN model CovidGAN [48] also used data augmentation. In such scenario, COVID-19 and baseline CXR 

classes were synthesized with the help of CovidGAN. Rotational and translational data enhancement techniques 

are also documented [49]. A research [73] detailed how simple picture processing may be used to improve data. 

Scaling, rotating across a range of angles, and flipping were among the simple operations used in the quick 

transformation [73]. In the instance of 618 CT images, ROI was extracted using Visual Basic.NET (VB-net) 

[74]. Finally, COVID-19 and Influenza A viral pneumonia were separated from healthy individuals using CNN. 

Images' regions of interest were extracted using a threshold method, and then COVID-19 and viral pneumonia 

were classified using a modified inception network technique [75]. Using VB-Net, we were able to extract the 

ROI from pictures to combine with a random forest classifier to distinguish between COVID-19 and regular 

pneumonia [76]. 

As a further step, picture segmentation is examined. Several published studies have employed segmentation for 

COVID-19 diagnosis. It was found that many DCNN-based segmentation techniques [77-82] were effective. 

Semantic segmentation using a fully convolutional neural network (FCN) was described [77], while other 

versions of FCN were the topic of other investigations [78–81]. One research project [83] improved upon V-Net 

and employed 3D U-Net [84] for segmentation. It's worth noting that U-Net was built on top of CNN and 
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tweaked to improve segmentation for COVID-19 diagnosis. Automated detection of COVID-19 pneumonia 

lesions in imaging has been reported by several researchers [85]. Additionally, U-Net [78] was used in another 

research [57] to segment lungs from CT images for the purpose of classifying COVID-19 pneumonia and 

conventional pneumonia. The U-Net technique was used for segmentation in [86] and [87]. UNet++ [88] was 

also used in another investigation. The aforementioned UNet++ was also put to use in the areas of detection [56] 

and segmentation [55]. When using V-Net [84] and bottleneck [90] for segmentation, a VB-Net [89] was 

created. However, noise in the annotations was not taken into account in any of the aforementioned 

segmentation tests. 

You may find a summary of the various segmentation techniques utilized in the diagnosis of COVID-19 in 

Table 6. Based on Table 6, it seems that traditional U-Net [54, 57, 69, 86, 87, 91], UNet++ [55, 56], and VB-Net 

[89] are the most widely-used segmentation techniques in the literature. Compared to computed tomography 

(CT) pictures, X-rays are both cheaper and more accessible. The difficulty of X-ray image segmentation is 

higher than that of CT images. As a result of the projection of the ribs onto soft tissue in 2D X-ray imaging, 

image contrast is lost. Therefore, in the context of COVID-19 diagnosis, no technique exists for segmenting X-

ray pictures. COVID-19 detection may be similar to pneumonia detection using Attenuation-U-Net, as shown in 

a previous work [94]. 

 

 

INDICATORS OF PERFORMANCE 

COVID-19 was categorized and diagnosed using a variety of different measures. The research on COVID-10 

diagnosis use a variety of performance indicators, some of which are included in Table 7. Here are only a few 

examples: [95-98] accuracy, recall, precision, specificity, negative value predictor, F-measure, etc. Below, you'll 

find an expression of each of them. Classifying normal cases as normal and abnormal ones as abnormal with a 

high degree of accuracy. The recall or sensitivity of a test measures how many COVID-19-positive patients out 

of a certain number of suspects were really diagnosed as having the virus. Precision in ruling out abnormal 

situations is measured by a concept called "specificity." The percentage of correctly identified positive instances 
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relative to the total number of expected positive cases is known as the precision or positive predictive value. 

How well negative samples are classified is measured by the negative predictive value. Fmeasure balances 

accuracy and memory perfectly. The area under the curve (AUC) is a metric used to evaluate the efficacy of 

positive/negative case categorization. The MAE is the standard deviation of the absolute differences between the 

predicted and observed values. 

Sixth, a comparative study of DL for COVID-19 

In this piece, we examine the studies that have investigated using DL to identify COVID-19. X-ray and CT scan 

pictures are evaluated for this purpose. 

Several studies [38-42, 54-59, 101] examined the effectiveness of DL methods in identifying COVID-19 cases. 

The various DL approaches for detecting COVID-19 in X-ray pictures are listed in Table 8. Both the Kaggle 

Chest X-ray dataset [102] and the dataset [103] were utilized in the work cited in [38]. Fifty individuals with 

abnormal X-rays and fifty healthy controls were used in the tests. According to the research [38], the highest 

results in terms of classification accuracy were obtained using the residual neural network 50 (ResNet50) 

technique, whereas InceptionV3 and Inception-ResNetV2 obtained values of 97% and 87%, respectively. Using 

X-ray scans from patients suspected of having COVID-19, Wang et al. [39] trained a model using a deep 

convolutional neural network and found it to be 83.50% accurate. There were a combined 5941 chest X-ray 

pictures from 45 COVID-19 patients, 660 individuals with viral pneumonia, 931 people with bacterial 

pneumonia, and 1203 healthy persons in the two internet datasets [104] utilized. Using a ResNet-based model, 

Zhang et al. [42] analyzed X-ray images. There were two goals in using the ResNet model [42]. The primary 

objective was to sort potential patients into healthy (disease-free) and unhealthy (illness-indicative) categories. 

The second goal was to identify unusual patterns in the classification of possible patients. Sensitivity was found 

to be 96%, specificity to be 70.7%, and area under the curve (AUC) to be 95.2% for data sets consisting of 70 

patients and 1008 normal (non-patient) individuals, respectively [42]. Based on what has been said above, it is 

clear that ResNet18 achieves the maximum accuracy of 100%, followed by DenseNet-169 at 99.70%. 
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The use of DL techniques on CT scans for COVID-19 diagnosis is shown in Table 9. Work in [55] used a 

UNet++-based segmentation model on chest CT scan images from a dataset including 51 patients and 55 healthy 

persons. 

Lesions associated with COVID-19 were segmented using this approach, setting the stage for a definitive patient 

or non-patient classification. There was a 95.2 percent success rate, a 100 percent sensitivity rate, and a 93.6 

percent specificity rate for the model. A second dataset consisting of 16 individuals with viral pneumonia and 11 

healthy controls was correctly classified by this algorithm [55]. The CT scan images of 1136 patients, 723 of 

whom had COVID-19, were fed into a hybrid UNet++ and ResNet50 classification model [56]. CT scan images 

from 4356 patients (1296 with COVID-19, 1735 with community-acquired pneumonia, and 1325 without 

pneumonia) were analyzed using a ResNet50 classification model [57]. 

ResNet50 was used to categorize 2D slices with common weights in this research [57]. The model was able to 

obtain 90% sensitivity, 96% specificity, and 96% AUC. 
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The dataset included 88 individuals with COVID-19, 101 people with bacterial pneumonia, and 86 healthy 

persons; this data was used to train a deep learning (DL) model called DeepPneumonia [58]. 

Slices of full lungs were created from CT scan images in this work [58], and these slices were utilized as input 

for the DeepPneumonia algorithm. When separating patients with COVID-19 from those without, the model 

obtained an accuracy of 86%, while when separating COVID-19 patients from healthy individuals, it reached an 

accuracy of 94%. It was found that DenseNet169 had a recall and accuracy of 99.80 and 99.80, respectively 

[60]. Multiple properties were extracted from X-ray pictures using a model called CovXNET [44]. For this 

purpose, CovXNET was applied to two datasets, where it demonstrated superior performance than competing 

models. There were a total of 5856 X-ray pictures in a dataset obtained from the Guangzhou Medical Center in 

China, with 1583 representing healthy individuals with no signs of infection, 1493 representing conventional 

pneumonia, and 2780 representing bacterial pneumonia [110]. 

The second group of X-ray pictures was gathered from patients at Sylhet Medical College in Bangladesh. The 

MobileNetV2 model [99] was implemented in mobile devices. Those with COVID-19 were classified with 

100% accuracy, while patients with pneumonia were classified with 99.27% accuracy [99]. The authors created 

their own dataset and used transfer learning, picture augmentation, and CNN on it [49]. For example, there were 

423 COVID-19 patients, 1845 patients with viral pneumonia, and 1579 healthy controls in the dataset. When 

utilized to distinguish between normal, viral pneumonia, and COVID-19 cases, the accuracy values were 99.7% 

and 97.9%, respectively [49]. 

The above discussion reveals that DenseNet169 achieved an accuracy of 99.80%, with Inception ResNet v2 

coming in as a close second at 99.65%. Table 10 provides a summary of the top results from Tables 6, 7, 8, and 

9. Table 10 details the segmentation techniques and performance measures used in these researches, in addition 

to the top models for X-ray and CT imaging. Table 10 shows that when employing GAN segmentation to 
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classify X-ray images, the research [41] gets the highest values of 100% for accuracy, precision, recall, and F1 

score. However, utilizing BConvLSTM, U-Net, and GAN segmentations to classify CT images into binary 

classes, the research in [60] obtains the highest accuracy, precision, recall, and F1 score values of 99.80%. 

Accuracy scores of several DL classifiers on X-ray and CT scan pictures are shown in Fig. 3. The greatest 

accuracy value for X-ray pictures is shown to be 100%, while the best accuracy value for CT scans is shown to 

be 99.80%. 

OBSTACLES FACED BY INTELLIGENCE ASSISTANT SOLUTIONS 

The difficulties of utilizing ML and DL for COVID-19 prediction, detection, and management are highlighted 

here. 

Multiple measures were made by many nations during the COVID-19 pandemic to combat the spread of the 

virus. 
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Fig. (3). Bar diagram of the accuracy values of different classifiers for X-ray and CT images. (A higher 

resolution / colour version of this figure is available in the electronic copy of the article). 

Some of these included isolating themselves from friends and family. Developing legislation was crucial in 

giving residents, business owners, medical professionals, scientists, and others with instructions to stop the 

spread of the virus. While ML and DL techniques show promise in COVID-19 management, the strategies' 

efficacy is data-dependent. Disease prediction is complicated by the fact that some datasets have missing or 

incorrect labels. Hand-labeling X-ray or CT scans is not only inefficient but also expensive. As a result, 

techniques like self-supervised DL and transfer learning might be helpful. Most DL approaches based on AI 

need substantial amounts of high-quality data, especially for model training. 

Training data sample analysis is a resource-intensive process that demands fast computers. 

It is also important to have medical professionals label data samples. However, substantial, credible, and well-

balanced datasets on COVID-19 are hard to come by despite the need for them. Relevant information may be 

buried behind mountains of data, making extraction difficult at times. It is extremely challenging to locate 

confirmed patient treatment outcomes. To remove the many forms of noise and distortion seen in real-world 

medical photographs, many distinct denoising techniques must be used. The performance of AI algorithms is 

hampered by the inclusion of this false information. In addition, there is not a standard dataset against which 

methods may be compared. Artificial intelligence should be utilized properly to distinguish between reality and 

fiction. This is especially helpful in the context of COVID-19, where numerous reports, audio files, video files, 

social media statuses, blogs, and other forms of media provide erroneous or unsubstantiated information. 

Integrating an ML or DL-based COVID-19 diagnostic system with an X-ray or CT scan system is necessary for 

clinical use, since this will guarantee that high-quality pictures are generated with little exposure to radiation and 

improve the entire system's efficacy. Combining the knowledge of professionals in virology and computer 

science is essential for making AI successful in the battle against COVID-19. Creating a reliable collaboration 

platform for specialists from many fields remains difficult. Data protection is another area of difficulty, since it 

necessitates safeguarding fundamental human rights and personal privacy. 

In this research, we take a look at the most recent work using AI-based algorithms to make predictions about the 

spread, classification, and diagnosis of COVID-19. As a result of the ever-evolving nature of the literature, this 

review's conclusions are inherently tentative. The clinical and epidemiologic details of COVID-19 are beyond 
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the scope of this review. In addition, the treatment and development of a vaccine for COVID-19 are outside the 

scope of this study and will be the subject of future research. 

 

CONCLUSION 

In this study, we take a look back at how ML and DL techniques have been used to combat the spread of 

COVID-19. The PRISMA guidelines are used to conduct the systematic review. Based on the findings of the 

review, it can be concluded that the number of verified cases may be accurately predicted using ARIMA models 

of varying orders, PR models, RIDGE models, SVR models, logistic models, and the hybrid wavelet ARIMA 

model. Methods like multilayer perceptron, support vector machines, random forests, XGBoost, etc. are also 

helpful in distinguishing COVID-19 sufferers from healthy individuals. It has been shown that random forest 

may get an accuracy of 95.95% in classification in one specific scenario. There are several steps involved in 

DL-based COVID-19 diagnosis, including as image preprocessing, segmentation, feature extraction, and 

classification. This literature review demonstrates the efficacy of DL techniques such CNN, ResNet, 

COVIDNet, VGG-16, VGG-19, and hybrid neural networks in the diagnosis of COVID-19 in X-ray and CT 

scan pictures. When applied to a short dataset of 148 samples and when binary classification is done to 

distinguish COVID-19 patients and normal persons in X-ray pictures, ResNet 18, GoogleNet, and AlexNet 

algorithms show 100% accuracy. DenseNet 201, however, achieves a maximum accuracy of 99.70% when 

classifying normal, COVID-19, and viral pneumonia cases from a dataset of 3,487 samples. DenseNet 169, 

when tested on a dataset of 2,900 CT images, has a binary classification accuracy of 99.80%. UNet++ applied to 

58,924 ultrasound pictures, on the other hand, yields an accuracy of 97%. 

However, many obstacles must be solved in the future before the advantages of AI can be used in practice. 

There are several obstacles, but some of the most significant ones are rules and laws, a dearth of trustworthy 

huge datasets, inaccurate or noisy data, a lack of overlap between AI and medicine, and concerns about data 

privacy. Also, massive, high-quality medical databases will be essential in the not-too-distant future. Also, 

COVID-19 patients at various phases should be included in the datasets, since it will be necessary to include 

borderline individuals in order to assess the performance of a classifier. Multiple imaging modalities, such as 

ultrasound, X-ray, CT scan, and Magnetic Resonance Imaging (MRI), should be used for every patient 

suspected of having COVID-19 to increase diagnostic accuracy. Because a system that incorporates many 

imaging modalities may better exploit the strengths of each individual modality. 

It may be helpful to employ unsupervised learning techniques on the COVID-19 medical picture dataset since 

there are many images without proper labeling. Finally, it is anticipated that the COVID-19 pandemic will be 

effectively managed with the arrival of innovative ML and DL algorithms. 
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("ultrasound imaging")). 

APPROVAL TO PUBLISH 

This does not apply. 

The PRISMA criteria for REPORTING STANDARDS were followed. 

FUNDING 

None. 



JuniKhyat                                                                                            ( UGC Care Group I Listed Journal)  
ISSN: 2278-463                                                                                               Vol-12 Issue-02 2022 
 

Page | 17                                                                                                                     Copyright @ 2022 
Authors 
 

MUTUAL CONFLICT OF INTEREST 

There is no financial or other conflict of interest, as stated by the authors. 

ACKNOWLEDGEMENTS 

The research was conducted at BUET's IICT (IICT stands for "Institute of Information and Communication 

Technology") in Bangladesh. This work would not have been possible without the use of BUET's excellent 

research facilities, for which the authors express their gratitude. 

REFERENCES  

[1] Guo Y-R, Cao Q-D, Hong Z-S, et al. The origin, transmission and clinical therapies on coronavirus disease 

2019 (COVID-19) outbreak–an update on the status. Mil Med Res 2020; 7(1): 1-10. 

http://dx.doi.org/10.1186/s40779-020-00240-0 PMID: 31928528 

 [2] Lu R, Zhao X, Li J, et al. Genomic characterisation and epidemiology of 2019 novel coronavirus: 

implications for virus origins and receptor binding. Lancet 2020; 395(10224): 565-74. 

http://dx.doi.org/10.1016/S0140-6736(20)30251-8 PMID: 32007145  

[3] Boccaletti S, Ditto W, Mindlin G, Atangana A. Modeling and forecasting of epidemic spreading: The case of 

Covid-19 and beyond. Chaos Solitons Fractals 2020; 135: 109794. 

http://dx.doi.org/10.1016/j.chaos.2020.109794 PMID: 32288357  

[4] WHO. Coronavirus disease (COVID-2019) situation reports Available from: 

https://www.who.int/emergencies/diseases/novel-coronavirus-2019/situationreports 

 [5] Chan-Yeung M, Xu RH. SARS: epidemiology. Respirology 2003; 8 (Suppl.): S9-S14. 

http://dx.doi.org/10.1046/j.1440-1843.2003.00518.x PMID: 15018127  

[6] Zaki AM, van Boheemen S, Bestebroer TM, Osterhaus AD, Fouchier RA. Isolation of a novel coronavirus 

from a man with pneumonia in Saudi Arabia. N Engl J Med 2012; 367(19): 1814-20. 

http://dx.doi.org/10.1056/NEJMoa1211721 PMID: 23075143 

 [7] Lee J, Chowell G, Jung E. A dynamic compartmental model for the Middle East respiratory syndrome 

outbreak in the Republic of Korea: A retrospective analysis on control interventions and superspreading events. 

J Theor Biol 2016; 408: 118-26. http://dx.doi.org/10.1016/j.jtbi.2016.08.009 PMID: 27521523  

[8] Chan JF-W, Yuan S, Kok K-H, et al. A familial cluster of pneumonia associated with the 2019 novel 

coronavirus indicating personto-person transmission: a study of a family cluster. Lancet 2020; 395(10223): 514-

23. http://dx.doi.org/10.1016/S0140-6736(20)30154-9 PMID: 31986261  

[9] Wang L, Wang Y, Ye D, Liu Q. A review of the 2019 Novel Coronavirus (COVID-19) based on current 

evidence. Int J Antimicrob Agents 2020; 56(3): 106137. http://dx.doi.org/10.1016/j.ijantimicag.2020.106137 

PMID: 32826129 

 [10] Pham QV, Nguyen DC, Huynh-The T, et al. Artificial Intelligence (AI) and big data for coronavirus 

(COVID-19) pandemic: A survey on the state-of-the-arts. IEEE Access 2020; 8: 130820-39. 

http://dx.doi.org/10.1109/ACCESS.2020.3009328  

[11] Jamshidi M, Lalbakhsh A, Talla J, et al. Artificial intelligence and COVID-19: Deep learning approaches 

for diagnosis and treatment. IEEE Access 2020; 8: 109581-95. 

http://dx.doi.org/10.1109/ACCESS.2020.3001973  

https://www.who.int/emergencies/diseases/novel-coronavirus-2019/situationreports
http://dx.doi.org/10.1109/ACCESS.2020.3009328
http://dx.doi.org/10.1109/ACCESS.2020.3001973


JuniKhyat                                                                                            ( UGC Care Group I Listed Journal)  
ISSN: 2278-463                                                                                               Vol-12 Issue-02 2022 
 

Page | 18                                                                                                                     Copyright @ 2022 
Authors 
 

[12] Swapnarekha H, Behera HS, Nayak J, Naik B. Role of intelligent computing in COVID-19 prognosis: A 

state-of-the-art review. Chaos Solitons Fractals 2020; 138: 109947. 

http://dx.doi.org/10.1016/j.chaos.2020.109947 PMID: 32836916 

 [13] Sufian A, Ghosh A, Sadiq AS, Smarandache F. A survey on deep transfer learning and edge computing for 

mitigating the COVID-19 pandemic. J Syst Archit 2020; 101830. 

 [14] Monshi MMA, Poon J, Chung V. Deep learning in generating radiology reports: A survey. Artif Intell Med 

2020; 106: 101878. http://dx.doi.org/10.1016/j.artmed.2020.101878 PMID: 32425358 [15] Jia L, Li K, Jiang Y, 

Guo X. Prediction and analysis of Coronavirus Disease 2019. arXiv preprint 2020.  

[16] Novel coronavirus COVID-19 (2019-nCoV) data repository by Johns Hopkins CSSE 2019. Available from: 

https://github.- com/CSSEGISandData/COVID-19 

 [17] Punn NS, Sonbhadra SK, Agarwal S. COVID-19 epidemic analysis using machine learning and deep 

learning algorithms. medRxiv 2020. 

 [18] Benvenuto D, Giovanetti M, Vassallo L, Angeletti S, Ciccozzi M. Application of the ARIMA model on 

the COVID-2019 epidemic dataset. Data Brief 2020; 29: 105340. http://dx.doi.org/10.1016/j.dib.2020.105340 

PMID: 32181302  

[19] Deb S, Majumdar M. A time series method to analyse incidence pattern and estimate reproduction number 

of COVID-19. arXiv preprint 2020. 

 [20] Bayyurt L, Bayyurt B. Forecasting of COVID-19 cases and deaths using ARIMA models. medRxiv 2020.  

[21] European centre for disease prevention and control Available from: 

https://www.ecdc.europa.eu/en/publications-data/downloadtodays-data-geographicdistribution-COVID-19-

cases-worldwide  

[22] Dehesh T, Mardani-Fard HA, Dehesh P. Forecasting of covid-19 confirmed cases in different countries 

with arima models. medRxiv 2020.  

[23] Chintalapudi N, Battineni G, Amenta F. COVID-19 virus outbreak forecasting of registered and recovered 

cases after sixty day lockdown in Italy: A data driven model approach. J Microbiol Immunol Infect 2020; 53(3): 

396-403. http://dx.doi.org/10.1016/j.jmii.2020.04.004 PMID: 32305271  

[24] Batista M. Estimation of the final size of the second phase of the coronavirus COVID 19 epidemic by the 

logistic model. 2020. [ResearhGate Link] Last accessed: March. 2020 [25] Poonia N, Azad S. Short-term 

forecasts of COVID-19 spread across Indian states until 1 May 2020. arXiv preprint 2020.  

[26] Ribeiro MHDM, da Silva RG, Mariani VC, Coelho LDS. Shortterm forecasting COVID-19 cumulative 

confirmed cases: Perspectives for Brazil. Chaos Solitons Fractals 2020; 135: 109853. 

http://dx.doi.org/10.1016/j.chaos.2020.109853 PMID: 32501370 

 [27] Singh S, Parmar KS, Kumar J, Makkhan SJS. Development of new hybrid model of discrete wavelet 

decomposition and autoregressive integrated moving average (ARIMA) models in application to one month 

forecast the casualties cases of COVID-19. Chaos Solitons Fractals 2020; 135: 109866. 

http://dx.doi.org/10.1016/j.chaos.2020.109866 PMID: 32395038  

[28] Nuovo coronavirus 2020 2020. Available from: http://www.salute.gov.it/nuovocoronavirus  

[29] Batista M. 2020. Available from: 

https://www.researchgate.net/publication/339912313_Forecasting_of_final_- COVID-

19_epidemic_size_20200808 

https://www.ecdc.europa.eu/en/publications-data/downloadtodays-data-geographicdistribution-COVID-19-cases-worldwide
https://www.ecdc.europa.eu/en/publications-data/downloadtodays-data-geographicdistribution-COVID-19-cases-worldwide
http://www.salute.gov.it/nuovocoronavirus
https://www.researchgate.net/publication/339912313_Forecasting_of_final_-%20COVID-19_epidemic_size_20200808
https://www.researchgate.net/publication/339912313_Forecasting_of_final_-%20COVID-19_epidemic_size_20200808


JuniKhyat                                                                                            ( UGC Care Group I Listed Journal)  
ISSN: 2278-463                                                                                               Vol-12 Issue-02 2022 
 

Page | 19                                                                                                                     Copyright @ 2022 
Authors 
 

 [30] World Health Organization coronavirus world health organization Available from: 

https://www.who.int/health-topics/coronavirus 

 [31] Mondal MRH, Bharati S, Podder P, Podder P. Data analytics for novel coronavirus disease. Inform Med 

Unlocked 2020; 20: 100374. http://dx.doi.org/10.1016/j.imu.2020.100374 PMID: 32835073  

[32] Wu J, Zhang P, Zhang L, et al. Rapid and accurate identification of COVID-19 infection through machine 

learning based on clinical available blood test results. medRxiv 2020.  

 

 

https://www.who.int/health-topics/coronavirus

