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Abstract: 
 

Since the outbreak of coronavirus, genuine clinical resources such as doctors, nurses, diagnostic tools, and medications have 

been difficult to come by. Many people in the medical community perish because of the widespread sorrow. Lacking access 

to proper medical care, many began self- medicating, worsening their health. Recently, there has been an uptick in creative 

efforts aimed at automating formerly laborious tasks, and machine learning has proven useful in many settings. This paper's 

goal is to provide a medication recommender system with the potential to significantly lessen experts' workload. As part of 

this study, we developed a medicine recommendation system that predicts sentiment based on patient reviews by employing a 

number of vectorization processes, including Bow, TF-IDF, Word2Vec, and Manual Feature Analysis, with the goal of 

enabling a number of different classification algorithms to recommend the best drug for a given disease. Precision, recall, 

f1score, accuracy, and area under the curve (AUC) were used to rate the anticipated emotions. With an accuracy of 93%, the 

findings demonstrate that the Linear SVC classifier using TF-IDF vectorization performs best of all models tested. 

 

Index Terms—Drug, Recommender System, Machine Learning, NLP, Smote, Bow, TF-IDF, Word2Vec, Sentiment analysis 

 

INTRODUCTION 
 

Since the number of coronavirus cases is rising rapidly, countries are experiencing a severe shortage of medical professionals, 

especially in rural regions, where the availability of experts is lower than in major cities. It usually takes between six and 

twelve years to complete medical school and become board-certified. As a result, the number of medical professionals 

cannot be rapidly increased in a short period of time. In this trying time, the use of a Telemedicine framework should be 

promoted extensively [1].  Medical mistakes occur often at the present time. Inaccurate prescriptions harm around 200 

thousand 

 

people annually in China and over 100,000 annually in the United States. Since professionals create the 

solution based on reference to their relatively limited expertise, specialists make errors while prescription drugs 

at a rate of above 40% [2][3]. Patients in need of experts with extensive knowledge of microorganisms, 

antibacterial drugs, and patients are in a position to make an informed decision when selecting a top-tier 

medicine [6]. Every day, more and more research becomes available, and with it, more medicines and diagnostic 

tools for medical professionals to use. Therefore, it becomes more difficult for clinicians to decide which 

therapy or drugs to provide based on indications, prior clinical history, and other factors. 

 

The proliferation of the internet and e-commerce websites has made product reviews a vital part of the buying 

process everywhere. 

 

People everywhere have gotten in the habit of looking at various online sources, such as reviews and websites, 

before making any kind of major purchase decision. The domain of medical treatment or clinical therapies has 

been cared for seldom compared to rating expectation and suggestions on the E-Commerce industry. 

 

There has been a rise in the number of people seeking medical advice and diagnosis over the internet. 

 The results of a 2013 poll conducted by the Pew American Research Center [5] show that around 60% of adults explore for 
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health-related topics online and that 35% of users look for diagnosing health disorders online. For the sake of both doctors 

and patients, a medicine recommender framework is crucial in order to increase familiarity with the effects of various 

medications on various diseases. 

 

The term "recommender framework" refers to a common kind of system that makes product suggestions to the user based 

on their perceived benefit and need. These models use feedback from clients to categorize their feelings and provide specific 

recommendations. Drug recommender systems use sentiment analysis and feature engineering to determine which 

medications to recommend to patients with various health issues. Opinion and attitude data, as well as other forms of 

emotional information, may be extracted from language using a process known as sentiment analysis [7]. On the other side, 

Feature Extraction Engineering (FEE) is a technique for enhancing model efficiency by creating new features from current 

ones. 

 

There were five parts to this examination: A section devoted to the introduction, which offers a brief summary of why this 

study was deemed necessary, Previous research in this field is summarized in the "Related Works" section, the research's 

methods are laid out in the "Methodology" section, the results of the applied models are evaluated using a number of different 

metrics, the framework's limitations are discussed in "Discussion" section, and the work's limitations are summarized in the 

"Conclusion" section. 

 

Two, a Literature Review 

 

 

An effort has been made to integrate machine learning and deep learning methodologies to recommender systems, thanks to 

the rapid growth in AI technology in recent years. Recommender frameworks are now commonplace in the hospitality, retail, 

and food service industries. The medication reviews are significantly more intricate to analyze as it incorporates clinical 

wordings like infection names, reactions, and synthetic names that were used in the production of the medication 

 [8], which explains why there are so few studies in the field of drug proposal framework utilizing sentiment 

analysis. 

 

In order to aid professionals in their quest for information on the drugs, the research [9] introduces GalenOWL, 

a semantic-enabled web platform. Using the patient's infection, sensitivities, and drug interactions, the study 

presents a paradigm for prescribing medication. The strength of GalenOWL comes from the precise 

combination of clinical information with ontological words translated from clinical data using international 

standards like ICD-10 and UNII. 

 

In order to find the optimal treatment plan for patients, Leilei Sun [10] analyzed massive amounts of treatment 

data. The goal was to estimate the degree of similarity between treatment data using a fast semantic clustering 

technique. To evaluate the effectiveness of the proposed therapy, the author also developed a framework. New 

patients may be assigned the optimal treatment plans based on their demographic characteristics, geographic 

location, and medical conditions by using this framework. A patient database constructed from EMRs submitted 

by medical facilities all around the country. 

 

This framework was shown to increase the success percentage of treatments. 

 

This study [11] used Naive Bayes and a Recurrent Neural Network to do a cross-lingual sentiment analysis 

(RNN). Tweets written in other languages were translated into English using the Google Translate API. 

Outperforming Naive Bayes (75.21%) by a wide margin, the findings show that RNN (95.34%) performs better. 

 

According to the research [12], the medicine that's best for a patient depends on their ability to take it. If the 

patient, for instance, has a weak immune system, the doctor should prescribe effective drugs. Immunity may be 

determined through a risk categorization approach that was proposed. More than 60 risk variables, including 

hypertension, alcoholism, and so on, have been accepted as a means of determining whether or not a patient has 

a functional immune system. Also developed was a prototype web-based system that employs a decision support 

system to aid in the selection of first-line medications for patients. 
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Using treatment data, Xiaohong Jiang et al. [13] compared three algorithms: the decision tree approach, the support vector 

machine (SVM), and the backpropagation neural network. Because of its superior performance across all three criteria, 

support vector machine (SVM) was chosen for the medicine recommendation module. 

 

The error-checking system was also suggested to guarantee high-quality analysis, administration, and performance. 

 

For example, Mohammad Mehedi Hassan et al. 

[14] created a cloud-assisted medication proposal (CADRE). CADRE may recommend medications with top-N related 

prescriptions based on adverse effects seen by patients. 

 

The foundation of this suggested system is collaborative filtering methods, in which drugs are first clustered according to 

functional description data. However, after taking into account its drawbacks such as computationally pricey, cold start, and 

information sparsity, the model is changed to a cloud-aided strategy using tensor decomposition for enhancing the quality of 

experience of medicine recommendation. 

 

Because of the role hashtags play in sentiment analysis, Jiugang Li, et al. [15] built a hashtag recommender framework based 

on the skip-gram model and employed convolutional neural networks (CNN) to train semantic phrase vectors. In order to 

categorize hashtags using LSTM RNN, these vectors use the characteristics. Conventional models like SVM and Standard 

RNN are shown to be inferior to this one in the results. When conventional artificial intelligence (AI) approaches are 

used, including support vector machine (SVM) and collaborative filtering, the semantic characteristics are lost, which has a 

significant impact on obtaining a reasonable expectation. 

 

Methodologies (III) 

 

The study makes use of the Drug Review Dataset (Drugs.com) available in the UCI ML repository [4]. There are six different 

types of information contained in this dataset: the drug's name in text format, a patient review, the patient's condition in text 

format, a numerical value representing the number of people who found the review helpful, the date the review was entered, 

and a numerical value representing the patient's satisfaction on a scale from one to ten. There are a total of 215063 records in 

it. 

The suggested approach for developing a medication recommender system is shown in Fig. 

1. There are four steps involved: gathering relevant data, organizing it, analysing it, and giving advice. 

 

 

A. Scrubbing and Displaying the Data 
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In this study, we used common Data preparation methods, such as checking for and cleaning up any duplicate 

rows, null values, and extraneous data or text. As can be seen in Fig. 2, all 1200 rows with null values in the 

conditions column were subsequently deleted. To avoid confusion, we check that each identifier is indeed one-

of-a-kind. 

 

 
In Fig. 3 we see the top 20 diseases for which the widest range of treatments is now accessible. There are two 

green columns in this diagram, representing meaningless situations. By excluding these types of constraints from 

the final dataset, the number of rows drops to 212141. 
 

 
The ten-star rating's value counts are graphically shown in Fig. 4. There is a cyan tint for ratings lower than or equal to five, 

and a blue tint for ratings over five. Most people choose four characteristics, but selecting 10, 9, 1, 8, and 10 is more than 

twice as many. It demonstrates that people's answers are very polarized, with the positive side scoring higher than the 

negative side. 

 

Review text was included with the condition and drug column since the terms for both conditions and drugs are highly 

predictive. Cleaning up the review text prior to vectorization is a necessary step before moving on to feature extraction. Text 

preparation is another name for this step. As a first step, we cleaned the reviews by removing any traces of HTML, as well as 

quotations, punctuation, URLs, etc. To prevent unnecessary repetition, the case of each word in the cleaned reviews was 

changed to lowercase, and the texts were tokenized to make them easier to process. Stop words such as "a," "to," "all," "we," 

"with," and so on were also deleted from the corpus. Lemmatization was applied to each token, bringing them back to their 

base forms. We classified every review into positive and negative categories based on the aggregated ratings from our users 

and used this information to do a full sentiment analysis. 
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Any review that receives a score between 6 and 10 from users is considered favourable. 

 

Extracting Features, Part B 

 

Sentiment analysis classifiers can't be built without first preparing the text for analysis via pre- processing. Text 

must be converted to numbers before machine learning algorithms can use them effectively. For example, 

numerical vectors. The bag of words (Bow) [16], TF-IDF [17], and Word2Vec [18] are all well-known and 

simple methods for feature extraction from textual data employed in this study. In addition to Bow, TF- IDF, and 

Word2Vec, we also employed certain feature engineering approaches to extract features by hand from the 

review column, resulting in a model we call manual feature. 

 

1) Bow, also known as Bag of Words [16], is a method used in natural language processing for token frequency 

counts. A phrase or token may be labelled as a single word (unigram) or an arbitrary number of words (n-

grams). The (1,2) n-gram range was used for this analysis. 

 

Figure 5 shows the structure of a phrase broken down into unigrams, diagrams, and trigrams. Since it takes into 

account all the words without taking into account how certain terms are extremely consecutive in the corpus, the 

Bow model results in a big matrix that is computationally costly to train. 
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Two-Factor Inverse-Dependence Analysis (TF- IDF) [17] is a well-known weighing approach in which words are provided 

with weight rather than count. TF-IDF evaluates relevance, not a recurrence, which follows from the notion of giving low 

priority to the phrases that occur often in the dataset. The probability of a word appearing in a given text is its term frequency 

(TF). 
 

 
Inverse document frequency (IDF) is the opposite of the number of times a specific term showed up in the whole corpus. It 

catches how a specific term is document specific. 
 

 

TF-IDF is the multiplication of TF with IDF, suggesting how vital and relevant a word is in the document. 
 

 
Similarly to Bow, the n-gram selection for TF-IDF in this study is (1,2). 

3: Word2Vec Although TF and TF-IDF are well- known vectorization algorithms utilized in a variety of natural language pre-

processing applications [27], they ignore the semantic and syntactic similarities between words. For instance, while the terms 

wonderful and pleasant are almost synonymous, they are treated as separate entities in both TF and TF-IDF extraction 

methods. The model Word2Vec [18] is used to generate word embedding’s. Using a variety of deep learning methods, we 

can recreate worded beddings from 
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massive corpora [19]. Word2Vec takes a massive textual corpus as input and produces a vector space with often 

hundreds of dimensions. The underlying concept was to use the words' semantic meanings to arrange word 

vectors in vector space, with the ultimate goal of having words that have a similar sense in the dataset be located 

in close proximity to one another. 

 

Manual Functions 4: An increasingly common method used to better the precision of a model is feature 

engineering. There were fifteen features in total used, such as the number of times each feature was found to be 

helpful, the condition column being label encoded with the label encoder function from the Scikit library, and 

the day, month, and year features being developed from the date column with the Date Time function in 

pandas. 

 

In addition to the 8 characteristics indicated in Table I. C., the polarity of both the cleaned and unlearned 

reviews was extracted using the Text blob toolkit [20] and included as features. Separate Testing Train 

 

Using Bow, TF-IDF, Word2Vec, and human- created features, we generated four datasets. Each of these four 

datasets was divided into a training and testing set. We guarantee that the train-test split of each of the four 

created datasets uses the same seed value by setting an equal random state when performing the split. 
 

 
 

D. Smote After the Train Test split, only the training data undergone a synthetic minority over- sampling 

technique (Smote) [22] to prevent the class imbalance problem. Smote is an oversampling technique that 

synthesized new data from existing data. Smote generates the new minority class data by linear interpolation of 

randomly selected minority instance ’a’ in combination with its k nearest neighbor instance ’b’ in the feature 

space. 

Table II shows the total distribution of data on final dataset i.e. after data cleaning. Fig. 6 shows the projection of non-smote 

and smote using t- distributed stochastic neighbor embedding (t-SNE) 

[21] of 1000 rows on manual features data. It displays that there are more orange points in the non-smote t-SNE projection, 

which represents the majority class dominance. It also shows that there has been an increment in blue points after using smote 

that brings out the balance between a majority and minority class that curbs the predominance of the majority class. 
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E. Detectors and Sorters 

 

A classifier was constructed using several machine- learning classification techniques for making the prediction. Since the 

Bow, TF-IDF model is a highly sparse matrix and applying tree-based classifiers would be very time-consuming, we tested it 

with logistic regression, multinomial naive bayes, stochastic gradient descent, a linear support vector classifier, a perceptron, 

and a ridge classifier. Used Word2Vec and a handcrafted feature set with the Decision tree, Random Forest, LGBM, and Cat 

Boost classifiers. The large number of reviews in this dataset (approximately 210K) is a big computational challenge. Only 

machine learning classification techniques were chosen because of their speed and ability to shorten training times. 

 

Indicators, Metrics, and KPIs 

 

Precision (Prec), recall (Rec), f1score (F1), accuracy (Acc.), and area under the curve (AUC) 

[23] were the five measures used to evaluate the predictability of the emotion. Let the abbreviation be Tp for 

instances when the model accurately predicted a positive attitude. Tn = Instances where the model correctly 

predicted the negative class; Fp 

= Instances where the model incorrectly predicted the positive class; Fn = Instances where the model incorrectly 

predicted the negative class. The following equations detail the measures of precision, recall, accuracy, and 

f1score: 
 

 

The area under the curve (Auc) is a measure of a classifier's ability to compare classes and is calculated by using 

the ROC curve. The Roc curve represents the trade-off between Tpr and Fpr at different confidence levels. 

 

System for recommending medications, letter G 

 

After weighing the criteria, the four most promising forecasts were chosen and merged to form the final forecast. 

When the combined data was multiplied by the drug's normalized useful count, an overall score for that 

condition could be calculated. More positive ratings mean the medicine is more effective. A closer inspection of 

Fig. 7's distribution of relevant counts reveals the need for this uniformity; a comparison of the minimum and 

maximum values reveals a significant difference of roughly 1300. 

 

More importantly, the standard deviation is a whopping 36. The rationale behind this is that a high useful count 

is a direct result of a large volume of pharmaceutical searches; more people will read the survey whether or 

not the drug they are looking for is included. As a result, we 
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standardized the usable count by circumstances when developing the recommender system. 
 

 

RESULTS 
 

Based on the number of stars a user gave an evaluation, researchers sorted them into positive or negative categories. Ratings 

more than five are considered favorable, whereas ratings between one and five are considered bad. There were initially 

111583 good ratings and 47522 negative ratings in the training data. To even things out, we used smote to make the minority 

class 70 percent as numerous as the dominant class. The new training set has 111583 positive courses and 78108 negative 

classes. For this task, we used 10 distinct ML algorithms for binary classification with four distinct text representation 

techniques (Bow, TF- IDF, Word2Vec, and Manual feature). Tables III, IV, V, and VI include results for five distinct 

measures. 

 

Evaluation metrics for a bag of words vectorization approach are shown in Table III below. The superiority of perceptron over 

other categorization algorithms is plain to discern. Accuracy levels between 89% and 91% were achieved by all algorithms. 

With the help of logistic regression and linear SVC, we were able to get an AUC of 90%. Perceptron's AUC score was just 

89.8%, despite its superior accuracy compared to logistic and Linear SVC. 
 

 

 
Metrics for the TF-IDF vectorization strategy are shown in Table IV. The accuracy attained by perceptron 

(91%) using a bag of words model is less impressive than the 93% performance obtained by the TF-IDF 

vectorization approach after being trained using LinearSVC. LinearSVC, perceptron, and ridge classifier all 

competed closely, with just a 1% margin of error. 

 

Nonetheless, LinearSVC was chosen as the top method because to its superior AUC score of 90.7%. 
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Table V compares the results of several Word2Vec categorization strategies based on a variety of performance 

indicators. In terms of precision, the LGBM model achieves 91%. Comparable outcomes may be obtained using 

either the random forest or catboost classifiers, whereas the decision tree classifier fares badly. The LGBM's 

superior AUC of 88.3% is simply shown by inspecting the area operating curve score. 
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Table VI displays the performance metrics of four different classification algorithms on manually created features on user 

reviews. Compared to all other text classification methods, the results are not pretty impressive. However, the random forest 

achieved a good accuracy score of 88%. 
 

 

 
Perceptron (Bow), LinearSVC (TF-IDF), LGBM (Word2Vec), and RandomForest (Manual Features) prediction results were 

pooled after model evaluation. The primary objective is to guarantee that all four models agree on how to classify the most 

highly suggested medications. If a drug's overall rating drops because one model got it incorrect, something must be wrong 

with that model. Each drug's total score was calculated by multiplying its combined forecasts by its normalized useful 

count. This was done to make sure there were sufficient reviewers for that medication. The final score is the mean score, 

calculated by dividing the total score by the number of medications used to treat each disease. Acne, contraception, high 

blood pressure, pain, and depression are the top five disorders for which our model suggests treatment (see Fig. 8). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

            DISCUSSION 

 
While all four approaches provide promising outcomes, there is not yet proof that the recommender architecture 

is suitable for widespread deployment. There's still room for development. 

 

According to the findings, algorithms like Smote, Adasyn [24], SmoteTomek [25], etc., should be used to 

balance the training data such that the disparity between the positive and negative class metrics is small. In order 

to increase the model's precision, classification algorithms also need to have their hyperparameters optimized. 

We simply included each method's best anticipated outcome into the recommendation system. A good assembly 

of many expected findings is necessary for improved results and comprehension. To that aim, this study will 

focus only on the process of using sentiment analysis and classification to construct a recommender system. 
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CONCLUSION 
 

Checking reviews before doing anything—whether it's going shopping, making an online purchase, or choosing 

a place to eat at—has become second nature. In light of this, we investigated the use of various machine learning 

classifiers, including Logistic Regression, Perceptron, Multinomial Naive Bayes, Ridge classifier, Stochastic 

gradient descent, LinearSVC, applied to Bow, TF-IDF, and classifiers like Decision Tree, Random Forest, 

 Lgbm, and Catboost, applied to Word2Vec and the Manual Features method, to perform sentiment analysis of drug reviews 

and develop a recommender system. We used five different metrics—accuracy, AUC, precision, recall, and f1score—to 

compare the models and found that the Linear SVC on TF-IDF achieved the highest accuracy (93 percent). However, 

Word2Vec's Decision tree classifier performed poorly, with just 78% accuracy. To create a recommender system, we 

multiplied the normalized usefulCount by the best-predicted emotion values from each approach, using Perceptron on Bow 

(91%), LinearSVC on TF-IDF (93%), LGBM on Word2Vec (91%), and 

Random Forest on manual features (88%). The performance of the recommender system may be improved in the future by 

comparing alternative oversampling methods, experimenting with other values of n-grams, and optimizing the algorithms. 
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