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Abstract— The efficiency of the network may be negatively impacted by the variable rate of power loss in the sensor nodes (SN), which 

are battery-powered devices. This is because the lifespan of the nodes directly impacts the lifetime of the wireless sensor network (WSN). 

In real-world systems, certain measures are usually implemented at each layer to increase the lifespan of the network. In this work, we 

examine the procedure for topology control in detail. In order to reorganize the network architecture effectively, the authors suggest a novel 
method that may be adjusted automatically. The suggested approach is implemented in clustered homogeneous cellular architecture and 

combines the cell merging and cell manager selection processes. The simulation results show that compared to the current auto-configurable 

technique, the suggested approach uses less power, which means the network lifespan is prolonged. 

 

Index Terms— wireless sensor network, auto-configuring or self-configuring algorithms, cell merging, clustering 

 

I. INTRODUCTION 

 
Sensor components, microelectronic systems, and the wireless network make up the three main parts of a WSN.   The four 

main components of a device in a wireless sensor network—the power supply, the central processor unit, the data transmission 

unit, and the sensor component—make up an embedded system. Modern technology in microelectronics has allowed for the 

development of tiny, cheap sensors that use very little power. The foundational sensors of wireless sensor networks follow a 

predefined protocol; the issue becomes critical when the batteries used to power them cannot be recharged, leading to substantial 

power consumption during data processing during transmission and reception. Inconsistent energy consumption among nodes 

shortens the lifespan of the network and makes efficient operation very difficult, if not impossible, [1]. In the event of a failure, 

WSNs must be able to reconfigure themselves or repair themselves, and these procedures must be fine-tuned such that the fault 

may be recovered with little energy consumption. As a result, sensor networks should use efficient survival algorithms to keep 

the energy flowing and utilize it strategically. Thus, several algorithms and methodologies were able to develop WSN systems 

that were energy efficient. This paper's goal is to show how to implement energy-efficient algorithms for self-configuring WSN, 

which will let the network last longer with less power consumption compared to previous methods. This study focuses on the 

cell merging approach and the process of selecting cell managers. To keep things simple, the suggested approach is used in 

WSNs that are all the same. 

The following is the outline of the paper: The current methods and techniques are described in depth in Section 2. Section 3 

detailed the auto-configurable method and its expanded variant. We lay out our suggested method in Section 4. Section 5 

showcases the outcomes of the simulation as well as assessments of performance. Section 6 serves as the paper's conclusion. 

 

II. RELATED WORKS 

The key to a wireless sensor network's longevity is its ability to communicate in an energy-efficient manner. Researchers are 

therefore primarily concerned with finding ways to manage energy more efficiently, increase the lifespan of networks, and 

improve energy efficiency in communication. In order to distribute the power consumption of the sensors evenly, the authors 

of [2] suggested a hierarchical optimization algorithm called Low-Energy Adaptive Clustering Hierarchy, or LEACH. This 

algorithm uses a periodic random rotation of cluster heads. A centralized controller is used to choose cluster heads in LEACH-

C (Centralized), a variant of LEACH described in [3]. The non-automatic cluster head selection and the need to know the 

location of every sensor are the primary drawbacks of these methods. In [4], a deterministic cluster head selection approach is 

given as an extension of LEACH's stochastic algorithm. When compared to the original LEACH protocol, this approach does 

improve network lifespan; nevertheless, it does not address the issues that were previously present. In [5], the Ad hoc Network 

Design Algorithm (ANDA) was used to find the ideal cluster size and the optimal assignment of sensors to cluster heads. While 

this does increase the network's lifespan, it requires knowing in advance how many cluster heads there are, how many sensors 

there are, and where each sensor is located. In its Weighted Clustering algorithm (WCA) [6] evaluation, the authors take into 

account 



 

 
 
 

Figure 1. Classification of power savings approaches in WSN [24] 

 

III. certain factors to consider while selecting clusters, including mobility, battery life, transmission power, and the 

amount of nearby nodes. This approach limits the number of sensors in a cluster so that the cluster heads can manage 

the load without compromising the network's performance. These clustering techniques are only suitable for smaller 

networks since they rely on synchronous clocking to exchange data across sensor nodes [9]. J. Zhu and S. 

Papavassiliou offered an analytical approach to estimate and assess the network lifespan in [11], while M. Bhardwaj 

and A. P. Chandrakasan obtained upper limits on the lifetime of sensor networks in [10]. The issue of optimizing the 

lifespan of a static network is addressed in [12], which offers a globally optimum solution using a graph theoretic 

method. A decentralized approach was used by the authors in [7, 8] to cluster an ad hoc sensor network. Based on the 

number of neighbors and a randomized timer, each sensor decides whether to join a nearby cluster or construct a 

separate cluster with itself as the leader. It also monitors communication among its adjacent clusters. Various 

techniques and methodologies for optimizing the selection of cluster heads or cell managers were suggested in [13–

23]. Nonetheless, as shown in Figure 1, these algorithms and methodologies made use of some intricate ways for 

interacting with and keeping tabs on nearby clusters. In light of these prior works, we develop a new strategy to 

improve cell survival time in the event of a cell management failure and an algorithm to merge cells or clusters in a 

way that minimizes energy consumption for self-configuring WSNs. 

IV. Section IV. Optimizers with Extended Capabilities In the previous part, we expanded the current 

auto-configuring algorithm by adding a new cell manager selection process. Then, in the next 

section, we created a new algorithm by merging the two processes. When the cell manager's 

remaining energy drops below 20%, it will select a node from its energy list—which it updates 

periodically using messages sent by member nodes—that has an energy level equal to or greater 

than 50% of its remaining battery energy and appoint it as the new cell manager. In the event that 

the cell manager fails, our technique for self-organizing WSNs uses less energy (Fig. 2). 

V. Cell merging activity will occur if no node is located with a remaining battery energy of 50% or 

more to assume the role of cell manager. Cluster survival strategies like cell merging or cluster 

merging need a lot of energy. In Fig. 3, a scenario is provided to help comprehend the cell merging 

process. Out of the nine cells or clusters, cell 5's header is unavailable and cannot carry out its usual 

functions. Therefore, a new cell header must be joined by members. 

VI. Here are the steps to complete the cell merging process: 



 

VII. The "Join_in" message is sent to the sensor nodes in the event cell by the nearby cell managers. 

VIII. All of the sensor nodes in the event cell get the "Join_in" message from nearby cells, which 

notifies the available cell managers. 

IX. By comparing the surrounding cell manager's remaining energy and minimal hop count, the 

sensor nodes in the event cell choose the right neighboring cell to join. Once the nodes have 

accepted a cell manager, they will respond with an acknowledge message to the chosen manager. 

X. Now we may examine the application of these procedures to our case. Things that will occur are as 

follows: 

XI. It has been known to all nodes in the event cell (e.g., cell 5) that the cell manager is unavailable. 

Their surrounding cells' "Join_in" signals are what they're waiting for. 

XII. Managers of nearby cells begin sending out "Join_in" signals and patiently await responses from 

the event cell's nodes. 

XIII. In response to "Join_in" signals, a predetermined node verifies its membership in the event cell. 

The system will rebroadcast the packet with a modified hop count if this is not the case. 

 

Figure 2. Comparison between the autonomic and existing algorithms of self-configuring WSN 

Upon receiving the "Join_in" message, a node in the event cell (say, cell 5) collects the following information 

about the cell manager: cell_id, node_id, the number of communication hops, and the source cell manager's 

remaining battery energy. 

In order to decrease unnecessary message transmission in the network, the node discards the packet when it gets 

the "join_in" message from the same cell manager twice. 

Considering the highest residual energy and smallest hop count towards the source cell managers, the node in the 

event cell chooses the correct cell manager if it gets the "join_in" signals from several cells (i.e., cells 1, 2, 3, 4, 6, 

7, 8, and 9). Therefore, it chooses cell 2 (blue arrows in Fig. 3) that has the fewest hops and enough remaining 

energy to merge with. 
 

XIV. PROPOSED ALGORITHM 

XV. A novel strategy for improving cell survival time and energy efficiency during cell merging is 

presented in this research. When the cell manager's remaining energy drops below a certain threshold 

(less than or equal to 20% of its battery life), the extended auto-configuring algorithm will choose the 

next node on the energy list—a list that is periodically updated based on messages sent by member 

nodes—to appoint as the new cell manager. To be designated as cell manager, a member node's 

leftover battery energy must be at least 50%. As shown in Figure 3, cell merging activity will occur if 

no node is available to assume the role of cell manager in that cell with remaining battery energy 

equal to or more than 50%. In the event that the present cell manager fails, our suggested approach 

takes into account an extra criterion for choosing a replacement, which is detailed below: 

XVI. 1. Look for a node that is a member and has an energy level of 50% or above. 



 

XVII. 2) If you don't see any nodes with an energy level of 25% or more, try to find a member 

node with that level of energy. 

XVIII. 3). Initiate the modified cell merging method if no such node is detected. 

 

Figure 3. Clustering or cell merging process 

The second criterion is being considered in order to increase the cell's operating lifespan. This extra time to live 

allows for other healing processes, such as physical replacement, maintenance, etc. We suggest an energy-saving 

tweak to the cell merging procedure for the third requirement. All of the event cell's nodes and the group's cell 

managers must exchange messages during cell merging, which is a very energy-intensive procedure. The number 

of available nodes and the remaining energy level of cell members are two pieces of information that cell 

managers often communicate with their group managers. The group manager generates a topology map and 

obtains an overview of the group's state after collecting and aggregating update messages from the cell managers. 

As a result, the group manager may adapt to group events and changes by taking appropriate action, such as 

changing cell formation. In the event that the cell manager fails, the virtual cell's border nodes might combine to 

form a larger cell. Modifications to the cell merging approach are suggested in the algorithm that will result in 

reduced energy use. The following are the suggested procedures for cell merging: 

1) When a cell manager notices that another cell manager isn't available to take over, they should notify their 

group manager and designate a border node to act as a liaison between the two cells. 

2) The group manager will verify the energy state of each cell manager by reviewing the energy list. One unique 

identifier is assigned to each cell. To locate a cell with a minimal hop count—that is, a cell that is next to the event 

cell—and a cell manager with a higher and adequate residual energy, the group manager will search the energy 

list by cell id. The next step is for the group manager to tell the cell manager to send a "Join_in" message to the 

event cell. 

3) Once the designated border node and the chosen cell are combined, they will begin communicating as one cell. 

 

Figures 4 and 5 show the detailed flow diagrams of the two methods that were suggested. 
 

XIX. PEFORMANCE EVALUATION 

The suggested algorithm's performance is assessed with the help of the network simulator NS2 [25, 26], as shown in Figures 

6 and 7. From ten to three hundred, the number of sensor nodes might vary. Starting with an energy of 2000 mJ, each sensor 

is presumed to work. When a cell manager's remaining battery power starts to run low, the current auto-configuring algorithm 

searches for a node with an energy level that is at least 50% higher. We shall appoint this node as the new cell manager if it 

exists. In the absence of such a node, the energy-intensive conventional cell merging operation will be invoked. 



 

 



 

Figure. 4. Flow chart for cell manager selection 

 

 

When a cell manager's remaining battery power starts to run low, the suggested method searches for 

a node with an energy level that is at least 50% higher. The new cell manager will be assigned if 

such a node exists. If that node isn't located, the cell manager will continue searching until it finds 

one with an energy level that's at least 25% higher than its remaining battery power. The new cell 

manager will be assigned if such a node exists. Our suggested method will initiate the cell merging 

procedure if no such node is detected. 
Figure. 5. Flow chart for cell merging procedure 

 
 

 
Figure 6. Example of cell merging using proposed scheme. Group manager selects a cell from blue plane to merge with the non-functional cell (red) 

in the green plane. 

 

 

During the cell merging process, the performance graph is constructed by comparing the energy consumption of the current 

and suggested algorithms. 

 
 
 

Figure 7. Comparison of existing and the proposed algorithm of self- configuring WSN for cell merging process 

 

XX. CONCLUSION 

By combining with nearby cells, the primary goal of cell merging is to increase the number of sensor nodes inside a cell, 

therefore dividing up the cell manager's duty. The cell merging mechanism is activated to merge adjacent cells when the 

remaining battery energy of a cell manager or cell head drops below a certain level. This leads to a longer lifespan for the 

network. Using the current auto-configuring algorithm as a foundation, this research proposes energy-efficient algorithm 

modifications for wireless sensor networks. Finding an appropriate sensor node to act as a cell manager and merging cells to 

restructure the topology effectively are two ways the suggested approach may increase the cell survival time. 
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