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Abstract In this project, A developing technology called approximate computing involves 

designing power-efficient circuits with less complexity, albeit at the expense of some accuracy 

loss. These circuits are appropriate for uses when strict adherence to high precision is not 

necessary. A common multiplication technique that cuts the size of the partial product array in 

half is the Radix-4 modified Booth encoding. This project proposes three approximate booth 

multiplier models (ABM-M1, ABM-M2, and ABM-M3) that use the radix-4 modified Booth 

method and approximation computing. Every one of the three designs has a different 

approximation method that entails both changing the partial product accumulation procedure and 

lowering the logic complexity of the Booth partial product generator. It is shown that the 

suggested approximate multipliers perform more accurately and powerfully than the current 

approximate Booth multipliers. In contrast with the precise Booth multiplier, when compared to 

the most advanced multipliers now in use, the suggested designs perform better in terms of area 

and power savings while keeping a high level of accuracy. Applications such as image 

transformation, matrix multiplication, and Finite Impulse Response (FIR) filtering are used to 

illustrate the effectiveness of the suggested architectures. 
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I.INTRODUCTION 

Approximate computing is a concept applied to errortolerant applications in which the accuracy 

of an operation is reduced to improve other measures of circuit performance. Approximate 

computing leverages the innate ability of some applications to tolerate error. Relaxed accuracy 

requirements are typically acceptable in applications such as digital signal processing, image 

processing, data mining, and pattern recognition. In these applications, multipliers make a 

notable impact on power consumption, and they stand to benefit from new inexact multiplier 

designs with high performance. Use of approximate circuits in such applications allow for 

substantial improvements in performance measures such as power, area, and/or delay [1], [2]. 
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Arithmetic units such as adders and multipliers are extensively used in digital signal processing 

applications. Approximation schemes for addition are widely discussed in the literature [3] -[5]. 

Approximation in carry-select adders based on speculation with error detection and recovery is 

proposed in [3]. An error-tolerant adder based on segmentation is analysed in [4]. In [5], several 

imprecise adders are designed by reducing the number of transistors and are utilized in digital 

signal processing applications. 

Multiplication is most implemented using either AND-array multipliers or Booth multipliers. For 

a nn multiplication, AND-array multipliers involve the use of AND-gates for partial product 

generation to produce a partial product matrix with n rows. Booth encoding is introduced in [6] 

and in [7], Booth multipliers involve recoding the input combination for use in partial product 

generators to produce signed and plural values of the multiplicand, thereby reducing the number 

of rows in partial product accumulation matrix. Truncation schemes are a widely-used traditional 

method of decreasing circuit complexity in fixedwidth multipliers in exchange for some loss in 

accuracy as in [8]–[11], where the term fixed-width indicates a multiplier that produces a n-bit 

output given two n-bit inputs. A posttruncated fixed-width Booth multiplier designed using a 

compensation vector is discussed in [8]. In [9], quantization error is compensated with 

approximate carry values. An error compensation circuit composed of simplified sorting 

networks is proposed in [10]. An adaptive estimator based on conditional probability theory is 

studied in [11]. For fixed-width multipliers to obtain high accuracy, such compensation strategies 

require additional hardware resources. Approximation provides an alternative method of 

achieving varying degrees of accuracy in multipliers without compensation circuits. 

Approximation in multipliers has been widely discussed in recent years [12]–[20]. Many of these 

works focus on applying approximation to the partial product accumulation stage of the 

multiplier [13]–[17]. Approximate counters and compressors are investigated in [13], [14], where 

partial product accumulation is performed using approximate counters and compressors rather 

than exact models. In [13], an inaccurate counter is proposed and used in a Wallace tree structure 

of a 4 X 4 multiplier. In [14], two approximate 4-2 compressors are proposed and used in a 

Dadda tree partial product accumulation. In [15], partial products are altered and approximate 

arithmetic units are proposed according to the probability of the modified partial products being 

equal to one. In the partial product perforation multiplier from [16], approximation is achieved 

by reducing the number of rows in the partial product accumulation circuit in ANDarray 

multipliers and Booth multipliers. In [17], a broken Booth multiplier with vertical breaking 

levels is introduced, where the elements of partial product matrix to the right of the breaking 

level are made zero. The authors of these works mostly analyze the effect of applying 

approximation to multipliers in the partial product accumulation stage. However, Booth 

multipliers make use of a more complex partial product generation circuit to reduce the total 

number of partial products generated. While substantial work has been performed on 

approximating partial product accumulation, additional exploration is needed into techniques that 

apply approximation to partial product generation in Booth multiplication. 

There are few existing works investigating approximation in partial product generation [18]–

[20]. In Booth multipliers, a higher radix corresponds to a decrease in the number of rows of the 

partial product matrix. For instance, in radix-4 Booth multipliers, partial product generation 

produces values of 0, 1, and 2 multiplicand and reduces the size of the partial product matrix by 
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nearly half. Similarly, radix-8 multipliers further reduce the number of rows in partial product 

matrix where the encoding signals are 0, 01, 2, 3, and 4 multiplicands. In [18], the complexity of 

radix-4 partial product generation is reduced via the modification of truth tables to produce two 

approximate Booth partial product generators each exhibiting 4@32 and 8@32 altered truth table 

entries respectively. In [19], approximation is applied in the generation of partial products for 

radix-8 Booth multipliers. An approximate 2-bit adder composed of a 3-input XOR-gate is used 

to generate the 3-multiplicand term. [20] makes use of a hybrid encoding technique in which 

exact radix-4 encoding is used to generate the most-significant partial products and approximate 

higher-radix encoding is used to produce the less-significant bits. 

In this project, three approximate Booth multipliers models (ABM-M1, ABM-M2, and ABM-

M3) based on radix4 Booth encoding are proposed. The ABM-M1 multiplier makes use of an 

approximate Booth partial product generator that replaces 2 multiplicand terms with 1 

multiplicand terms, producing error in 4 out of 32 cases. The same approximate partial product 

generator is used in ABM-M2, but the multiplicand input to the generator is consolidated by 

replacing a set of partial products in every row with a single reduced partial product. ABM-M3 

makes use of a second proposed partial product generator that produces a partial product 

according to the zero-values of a single encoded signal and multiplicand. 

2.LITERATURE SURVEY 

This project is an extension of our conference work [21]. The main improvements and novel 

contributions of this paper include: 

 1) Error distance (the absolute difference between actual value and approximate value) of the 

partial product generator in ABM-M1 multipliers is discussed and analyzed using 16-bit 

multipliers models.  

2) ABM-M2 multipliers are introduced, where partial product generation and accumulation is 

further simplified based on a consolidated value of the multiplicand and replacing a set of partial 

product generators with a single partial product generator. 

 3) A partial product generator based on zero-values of the multiplicand and encoded signal is 

proposed. The proposed partial product generator is utilized in ABM-M3 multipliers. 

 4) An approximation factor m is used to implement and analyze the proposed designs with 

varying degrees of applied approximation. In each design, approximation factor m refers to the 

number of columns in the partial product matrix to which approximation is applied, in order of 

increasing significance. As m increases, a higher number of columns make use of the 

approximate partial product generator, and the inexactness of the multiplier increases. 

Approximation factors are chosen such that the error metrics of the designs for all models are 

similar and therefore comparable. 

Models 1 and 3 make use of a rectangular replacement scheme in which all partial products with 

significance less than m are replaced with approximate partial products. Specifically, models 1 

and 3 implement approximation factors m = N/4, N/2, 3N/4, and N. Model 2 makes use of a 

diagonal replacement scheme in which approximation factor specifically indicates that, for each 
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row, m exact partial products are compressed into a single approximate partial product. Model 2 

implements approximation factors m = N/8, N/4, 3N/8, and N/2. Smaller approximation factors 

are used in model 2 because a diagonal replacement scheme is used, meaning that a larger total 

number of exact partial product generators are replaced with approximate partial product 

generators than in the rectangular replacement scheme used in models 1 and 3. In all proposed 

multipliers, the partial product accumulation is performed using a Dadda tree structure composed 

of exact 4-2 compressors, full-adders, and half-adders. The exact, proposed, and existing 

approximate multipliers are evaluated with applications including image transformation, matrix 

multiplication, and Finite Impulse Response (FIR) filtering. 

 II.EXISTING SYSTEM AND PROPOSED SYSTEM 

1.EXISTING SYSTEM: RADIX-4 BOOTH MULTIPLIERS 

The output of Booth multiplication can be given as the multiplication of two signed inputs A and 

B of length N resulting in output Pout of length 2N. The inputs and outputs of the multiplication 

in two’s complement representation can be given as 

 

 
 

2.PROPOSED SYSTEM: APPROXIMATION IN BOOTH MULTIPLIERS 

 

Booth multipliers are suitable candidates for applying approximation in both partial product 

accumulation and partial product generation. An exact radix-4 partial product generator requires 

all three signals negi , twoi , and zeroi , to generate the partial product. For ABM-M1 and 

ABMM2, an approximate partial product generator is designed using only two of the three 

signals, namely negi and twoi . In ABM-M3, a partial product generator is proposed which uses 
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only the signal zeroi . In ABM-M1, approximation is applied in partial product accumulation by 

combining the correction term to its respective row in the partial product matrix and thereby 

reducing the depth of the matrix. In ABM-M2 and ABM-M3, approximation in generation is 

achieved by replacing a set of partial product generators with a single approximate partial 

product generator, thereby reducing the number of elements in accumulation. 

2.1 ABM-M1,M2,M3 Approximate Multipliers 

The K-map corresponding to the partial product generator circuit in Figure 1 is approximated by 

modifying 4 of 32 entries as shown in Figure 3, where 1 represents a change from ‘0’ to ‘1’ and 

0 represents a change from ‘1’ to ‘0’. This results in an approximate partial product generator 

based on two signals, negi and zeroi , subsequently referred to as PPG-2S. The circuit schematic 

for this approximate partial product generator is shown in Figure 4 and can be given as 

 

 
FIG2.Circuit schematic for approximate two-signal partial product generator PPG-2S. 

 
FIG3.Partial product matrix of a 16-bit ABM-M2 multiplier with m = 8. The width of the matrix 

is reduced by adding the m least significant bits of each partial product row, comparing the result 

to m, and then using the resulting 1-bit or 0-bit as an input to PPG-2S (c: a partial product, b: a 

sign-extension term, v: approximate partial product generated using PPG-2S). 

 
Fig. 4. Circuit schematic for approximate single-signal partial product generator PPG-1S. 

 
Fig. 5. Partial product matrix of a 16-bit ABM-M3 multiplier with m = 12. The width of the 

matrix is reduced by OR-ing together all bits with a significance less than m and then using the 
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result of the OR operation as an input into PPG-1S (c: a partial product, b: a sign-extension term, 

u: a correction bit, v: approximate partial product generated using PPG-1S). 

 

 

 

 

 

 

 

 

III. Results and Analysis discussion 

 

 
FIG1.SIMULATION OUTPUT 

 
FIG2.RTL SCHEMATIC DIAGRAM 
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FIG3.SYNTHESIS DESIGN 

 
FIG4.UTILIZATION OF LUTS AND FFS IO BUFFERS 

 

 
FIG5.POWER REPORT 
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FIG6.OPTIMIZED DESIGN 

 

Conclusion 

 

Three models of approximate Booth multipliers are proposed, in which approximation is 

focussed on partial product generation. A partial product generator that makes use of only two 

signals is used in ABM-M1 and ABM-M2, and the partial product generator in ABM-M3 is 

further reduced to use only one recoded signal. An approximation factor m is used to indicate the 

imprecision of each model. Area-power product and error metrics of the proposed multipliers are 

compared with exact multipliers and existing state-of-the-art approximate Booth multipliers. 
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