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Abstract 

Consistently rising crime rates have a negative impact on a nation's economic progress. Reducing 

crime rates has become an urgent priority, and it is one of the most pressing concerns facing our 

society. Determining an improved strategy to reduce crime rates requires first identifying the many 

components and event linkages of criminal activity. In order to do this, it is necessary to maintain 

a database that details a variety of crimes along with specific information such as location, time, 

kind of crime, and so on. In order to reduce crime rates in India, this investigation focusses on how 

AI computations might be designed and analysed. Determining the example relations among 

enormous arrangements of data has been more easier with the use of AI techniques. Based on the 

location where it has successfully happened, this exploration mostly depends on making a 

prognosis on the sort of crime that may occur. The use of AI has allowed for the development of 

a model via the creation of an informative index that has undergone data cleansing and 

transformation. With the help of information perception, one may investigate the informational 

index and its attributes. Every component is being identified and captured. In order to safeguard 

society, potential dangers are being identified and preventative actions are being prepared. This 

work has achieved many grouping calculations, improvement calculations, and factual inquiry.  

 

Intoduction: 

The quality of life and economic development are both affected by crime, which is a 

socioeconomic problem [1]. The specifics of crime prevention strategies vary with each 

community and culture. Training, poverty, employment, and environmental factors all have an 

impact on the crime rate, according to previous research on crime expectation [2]. One of the most 

densely populated, culturally diverse, and socioeconomically diverse major cities in Canada is 

Vancouver. Although the overall crime rate in Vancouver decreased by 1.5 percent in 2017, there 

is still a problem with high rates of car break-ins and burglaries [3]. Recently, the Vancouver Police 

Department (VPD) used a crime-predictive model to better anticipate crimes related to property 

break-ins. As a result, the city saw a 27% decrease in these types of crimes [4]. As a method of 

law enforcement, crime expectation relies on data and factual analysis to identify impending 

criminal activity [5]. Research in this area has the potential to continue in many parts of the globe. 

AI refers to the science of programming computers to make decisions independently of humans. 

Autonomous cars, speech recognition, search engines, and an improved understanding of the 

human genome are some of the recent applications of machine learning. It has also made it feasible 

to predict criminal activity based on cited data. As a controlled expectation method, arrangement 

takes apparent grade points into account. Numerous domains have made use of grouping, such as 

weather forecasting, clinical consideration, banking and finance, national security, and corporate 

intelligence [6]. Data collection, organisation, design recognisable evidence, expectation, and 

perception are the usual components of an AI-based criminal investigation. While older methods 
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of data mining (such as affiliation analysis, grouping and expectation, bunch analysis, and anomaly 

examination) can only identify patterns in structured data, more recent methods can do the same 

with both structured and unstructured data [7]. The primary objective of this project is to develop 

a crime prediction model. Our analysis used two clustering algorithms, K-Nearest Neighbour 

(KNN) and supported choice tree, applied to the VPD crime dataset, which included more than 

560,000 records collected between 2003 and 2018. Two separate approaches were used to produce 

the dataset:  

• When a particular kind of crime happens in a certain region, the primary approach assigns an 

unusual number to each area and crime class.  

• A two-digit number was assigned to the location and day of the week in the following technique; 

if the crime happened on that particular day in that specific place, the number was set to 1, and 

otherwise, it was put to 0. 

 

Related Work  

The problems with crime control have been addressed by several experts, who have also suggested 

different methods of calculating crime forecasts. The selected attributes and the dataset used as a 

viewpoint determine the precision of expectation. For the purpose of predicting hotspots for 

criminal activity in London, UK, the authors of [1] combined segment data derived from actual 

crime statistics with human behaviour data collected from mobile organisation mobility. Using 

WEKA, an open-source data mining application, and 10-fold cross-approval, an analysis was 

conducted in [6] to compare two clustering algorithms, Choice Tree and Naïve Bayesian. The 1990 

US Enumeration, the 1990 US LEMAS review, and the 1995 FBI UCR were used separately to 

compile the financial, law-implementation, and criminal databases for this inquiry. In [8], several 

incidental elements such as the driver, weather, vehicle, and roadway conditions were taken into 

account while designing street accident reconstructions in Ethiopia. Three different classification 

algorithms, namely KNN, Naïve Bayesian, and Decision tree, were used to a dataset consisting of 

18,288 accidents. Expectation exactness ranged from 79% to 81% across all three 

computations.An important challenge in crime prediction is efficiently and accurately analysing 

large crime datasets. Discovering hidden patterns in massive crime datasets is a breeze with the 

help of information mining. The accuracy of crime forecasting is enhanced by the enhanced 

efficacy and reduced errors in crime information mining methodologies. The University of 

Arizona-led Coplink project served as the basis for the creation of an entire information mining 

system in [7]. The majority of research on crime prediction is on identifying "crime areas of 

interest," or locations where crime rates are much higher than average.  

Researchers in [9] also looked at how to make area-of-interest maps and suggested region-explicit 

predictive models with little data using Kernel Density Evaluation (KDE) and Risk Terrain 

Modelling (RTM) computations. In order to predict where crimes would occur, the authors of [10] 

used a spatial-fleeting model that used KNN, Linear Discriminant Analysis (LDA), and factual 

techniques based on histograms. In order to predict where crimes will occur in Bangladesh, the 

authors of [11] used a crime frequency checking computation to train an Artificial Neural Network 

(ANN) that was further enhanced using the Gamma test. In [12], researchers in Taiwan looked at 

drug-related criminal data and tried to predict where the interest would arise using an AI 
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calculation that was data driven and based on the broken-window theory, geographical inspection, 

and perceptual methodologies. Using Open Street Map (OSM) and geospatial data for different 

types of crime in the Nova Scotia (NS) area of Canada, the authors of [13] built an AI model for 

crime expectation using the converse geocoding approach and a thickness-based grouping 

computation. For the purpose of crime prediction in Chicago, a Deep Neural Network (DNN) 

trained with spatial-, transient-, natural-, and joint-include depiction layers was suggested in [14]. 

Knowledge Discovery in Data Sets (KDD) methods, which include quantifiable demonstrating, 

AI, information base storage, and AI innovations, were suggested as an effective tool for crime 

prediction after a number of methodologies were examined in [15]. It was suggested in [16] to use 

crossdomain metropolitan datasets, meteorological information, markers of interest, human 

versatility information, and grievance information in an exchange learning system that captures 

worldly spatial instances. In order to simulate the dependence between the offence data and 

ecological parameters including segment qualities and geographical area in the territory of New 

South Wales (NSW), Australia, a fully probabilistic computation based on Bayesian approach was 

used in [17]. In [18], the relative concentration for measuring the accuracy and sufficiency of 

straight relapse, added drug relapse, and choice stump calculations for crime prediction in the 

region of Mississippi was led by WEKA.  

An overview study on criminal information mining examining ANN, decision trees, rule 

acceptance, nearest neighbour strategies, and genetic computation was presented in [19]. To 

develop a robust predictive model for identifying crime trends in metropolitan locations, an 

approach relying on the Auto-Regressive Integrated Moving Normal model (ARIMA) was utilised 

in [20]. The authors of [21] suggested a method for dealing with model criminal activity in the 

Metro Vancouver area based on an irregular walk-based probabilistic model of spatial behaviour 

for actual criminals. In [22], the component of Brazilian metropolitan indicators for crime 

expectation was assessed using the irregular woods computation. For the purpose of developing a 

crime prediction solution for Chilean large urban populations, the Dempster-Shafer hypothesis of 

evidence, the multi-piece approach, and the upcoming strategy were used in [23]. The purpose of 

this study was to develop, test, and evaluate three different algorithms for crime prediction in San 

Francisco: KNN, Parzen windows, and Neural Networks [24].  

In [25], the authors used an AI prediction model that made use of the Gradient Boosting Machine 

(GBM) approach to unearth hidden connections inside criminal organisations. They then used the 

weighted page-rank strategy as a powerful tool to cripple and eradicate these organisations. The 

order computations KNN and aided decision tree were used in this test based on the writing.  

Data Analysis  

A. Data Source  

A number of datasets were first sourced from Vancouver's open data inventory. Wrongdoing and 

neighbourhood are the two datasets used for this endeavour. Every Sunday morning, the VPD 

updates the wrongdoing dataset that it has been collecting since 2003. It details the time and place 

of the crime as well as the nature of the infraction. Geographic information system (GIS) borders 

for the 22 neighbourhoods in the city are included in the neighbourhood dataset. Data analysis in 

this project makes use of the wrongdoing dataset, while maps are created using the neighbourhood 

dataset.  

 



Juni Khyat                                                                                         (UGC Care Group I Listed Journal)  

ISSN: 2278-4632                                                                                    Vol-13 Issue-02 Dec 2023 

 

108 
 

 

B. Preprocessing  

The first dataset needs to be preprocessed to fill the void cells, delete pointless sections, and add a 

few significant highlights.  

C.Statistical Analysis  

The misconduct dataset's distribution as characterised by day, month, and year. As a general rule, 

there are roughly 3,124,000 instances of wrongdoing in Vancouver each year, 2,720,000 each 

month, and 90 every day. As the time intervals go longer, the dataset becomes more typical of an 

ordinary distribution. However, the daily chart shows an unusual maximum value of 650 events, 

which is thought to be an outlier - and it ultimately points to the StanleyCup rebellion on June 15, 

2011. 

 

D. Trend Analysis  

From 2003 to 2013, the average monthly number of wrongdoings reduced, but in 2016, it rose 

again. In 2018, it fell somewhat to around 3000 instances per year, according to Fig. 3. The time-

featured warming map maps indicate that the late spring and mid-month are often the most risky 

times of the year. On top of that, Fridays, Saturdays, and nighttime tend to have higher violation 

rates. The most notable values on the warmth map were around 0 hours, which should be 

disregarded, as all the empty data cells were blank. In terms of total occurrences, auto burglary 

was first, followed by wickedness. Theft from automobiles has decreased significantly in recent 

years, however other types of robbery have gone up.  

 

E. Geographical Analysis  

Among the many approaches to area-of-interest planning, choropleth planning is one of the most 

popular for describing the geographical data of wrongful episodes [26]. The density of statistical 

estimates or their extent is shown by shaded tones in choropleth maps. Because of this, it is easy 

to see places where criminal acts are more concentrated, providing insight into criminal behaviour. 

When it comes to plotting out criminal acts, Geographic Information System (GIS) has shown to 

be an extraordinary scientific tool. Police may use it for both tactical and strategic decision-making 

since it consolidates many geographic data sets that reveal crime hotspots into a single guide.  

 

Proposed Methodology 

Artificial intelligence (AI) is a kind of artificial intelligence that uses statistical approaches to help 

computers learn from their experiences [28]. Such categories as supervised, unsupervised, and 

assist learning help to categorise AI. Because of the concept of necessary information data and 

yield objectives, this research employs supervised learning. Characterisation and relapse are two 

types of supervised learning. Predicting an infinite number is known as relapsing, but predicting a 
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discrete class name is known as characterisation. Predicting the types of misbehaviour in a certain 

region is the goal of this effort. Consequently, the chain of wrongdoing is the focus of this 

investigation. K-Nearest Neighbour (KNN), Backing Vector Machine (SVM), Naïve Bayesian, 

Decision Tree, and Ensemble Methods are just a few of the many algorithms that may be used for 

grouping. From a same dataset, many calculations might provide different results, each with its 

own set of pros and cons in terms of complexity, accuracy, and preparation time. We built our 

model using KNN and decision-tree computations in this study. When it comes to arranging 

calculations, KNN is among the easiest. If class A has the most attributes that are closest to z, then 

class A is assigned to the example z; otherwise, class B is assigned. The following equation is used 

in KNN to calculate the probability of the test being utilised for classification: KNN keeps track 

of all the articles that are available and uses the proximity measure to define new articles by finding 

the information values' closest neighbour [29]. On the other hand, decision trees are more suited 

to handle massive datasets with several levels including diverse nodes [18]. A decision-tree 

classifier may limit the number of possible decision foci while yet providing a good balance of 

accuracy and flexibility. The dataset is divided into smaller parts using the decision-tree-grouping 

model, which then uses those pieces to construct a tree structure. At each step of the computation, 

decision tree uses two capabilities—Gini contamination and data acquisition—to choose an 

inclusion that best parts the data. Gini debasement measures the probability of incorrectly ranking 

a random example: A 

Approach 1:  

The basic approach is pairing all unmitigated factors with zero and one. Highlights were created 

from every neighbourhood and day. Assigning "1" to the correct factor and "0" to the others is the 

process. The "0" factors are essentially dummy factors. This ensures that the data remains 

undistorted and provides the computation with more parameters to consider. The 98.9% false 

exactness produced by analyses using skewed data is not solid.  

Approach 2:  

The basic approach is pairing all unmitigated factors with zero and one. Highlights were created 

from every neighbourhood and day. Assigning "1" to the correct factor and "0" to the others is the 

process. The "0" factors are essentially dummy factors. This ensures that the data remains 

undistorted and provides the computation with more parameters to consider. The 98.9% false 

exactness produced by analyses using skewed data is not solid. AV 

Conclusion  

In this investigation, two distinct dataset techniques were used using misconduct data from 

Vancouver over the last fifteen years. Acquiring an accuracy of 39% to 44% in predicting 

misbehaviour was achieved using artificial intelligence predictive models KNN and enhanced 

decision tree. There was a little difference in the techniques and computations in terms of precision, 

complexity, and preparation time. By fine-tuning the computation and the data for specific uses, 

the accuracy of the predictions may be enhanced. Despite the model's lack of precision as a 

prediction model, it does serve as a foundation for further research.  
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